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[bookmark: _Toc87256486][bookmark: _Toc103164743][bookmark: _Toc181764047][bookmark: _Toc191956972][bookmark: _Toc212274761]Introduction
[bookmark: _Toc87256488][bookmark: _Toc103164744]Context
As part of the Unstructured Data programme of work, one of the things we do is to use the Varonis DatAdvantage tool which monitors the servers within the London Data Centre (LDC), to identify for each server individually, where there is “stale” data (i.e. data that has not been modified in over three years, nor accessed in the last six months).

Where stale data exists, we use the Varonis tool to move this old data to an archive on a separate server [LDCNASVF-UKLF3], also within the LDC. As part of the process for archiving the stale data, shortcuts to those old files are left behind so that users can still access a read-only version of their files in the archive, should something have been moved which they still need. These shortcuts are called “Archive Stubs”. These stubs need to remain in place until the old files are eventually deleted from the archive. 

In the meantime users can open the read-only version of their file in the archive and then if they need this back, they can open a file and save it back to a location of their choice as a new document with the same name or a new name allowing them to amend their files again as they see fit. The Information Governance Officer will determine when the archived files will be deleted and will consult with the business to ensure this is acceptable first. 

Once stale data is deleted from the archive, the shortcuts (Archive Stubs) on the source fileserver from which the data was migrated, will no longer work, and will need to be removed. Given that each stale data migration is done one server at a time, it is our expectation that the stale data will be deleted from the archive one server at a time. One of the main objectives of the solution will therefore be to delete the redundant Archive Stubs when requested.

In addition to this, the Tax area within the business have identified a performance issue which we have established is caused by the Archive Stubs that have been left behind in each folder that contained a stale data file. The issue arises when navigating/browsing to files and folders through an application. It appears that the applications are validating whether the stubs shortcut to the default file type of the application being used, to determine if it should display it or not in the list of files of that type.
 
Some applications offer the ability to select the file type to display and it is possible to select “All Files” in advance, to overcome the slow browsing performance, however, some applications e.g., SAP and others do not provide this option, so there is no way of overcoming the issue. 
We have discovered that if the Archive Stubs are kept in their own separate folder then this prevents applications from validating the stubs because they are no longer in the same folder and performance remains unaffected (unless of course you access the folder containing the stubs).
 
The purpose of keeping the stubs in a separate folder and not deleting them (which would also remove the performance issue), is so that the users can see and therefore know, which files have been archived, since the archived file name forms part of the stub’s file name.

[bookmark: _Toc87256487][bookmark: _Toc103164745]Objectives	Comment by Bryan Tonkin: It would make more sense to have the objectives after the context as otherwise it makes no sense 
There are two main objectives of the application:
(1) To delete the archive stubs, stale data read me files left behind by a stale data migration at any or all levels of a server’s directory structure
(2) To separate the archive stubs left behind by a stale data migration into their own sub-folder at any or all levels of a server’s directory structure where they exist.


2 [bookmark: _Toc103164746]Requirements	Comment by Bryan Tonkin: These should be stated up front as this document should document the solution to meet them. 
	ID
	Status
	Name/ Description

	BR01.0
	Appvd
	A solution is required that can delete redundant Archive Stubs and Stale Data Readme files from a server that has been through a stale data migration using the Varonis DatAdvantage tool.

	BR01.1
	Appvd
	The solution must be able to find and delete all files with a file name starting “ARCHIVE STUB” and a .url file extension. (Note: there may or may not be a space between “ARCHIVE STUB” and the file name). 

	BR01.2
	Appvd
	The solution must also be able to find and delete all files with a file name starting “STALE DATA – PLEASE READ” and a .txt file extension. 

	BR01.3
	Appvd
	It must be possible for the user to select the folder level/directory depth in the server directory structure at which to search for and delete the Archive Stubs, which could be from the highest to the lowest directory depth. 

	BR01.4
	Appvd
	Once the folder level/directory depth in the server directory structure has been selected, the solution should search for and delete the Archive Stub files in the folder selected and all sub-folders down to the lowest directory depth. 

	BR01.5
	Appvd
	Once the folder level/directory depth in the server directory structure has been selected, the solution should search for and delete the STALE DATA – PLEASE READ readme files in the folder selected and all sub-folders down to the lowest directory depth. 

	BR01.6
	Appvd
	The solution must also delete any folders called “ARCHIVED FILE STUBS” (if the Archive Stubs were moved into their own separate folder first), both in the folder selected, and all sub-folders down to the lowest directory depth. 

	BR01.7
	Appvd
	The solution should provide confirmation of the number of Archive Stubs deleted.

	BR01.8
	Appvd
	The solution should provide confirmation of the number of STALE DATA – PLEASE READ readme files deleted (where applicable).

	BR01.9
	Appvd
	The solution should provide confirmation of the number of ARCHIVED FILE STUBS folders deleted (where applicable).

	NFR01.0
	Appvd
	The solution must be able to complete the search and delete activities within a short timeframe (e.g. minutes to no more than a few hours) – especially if business-user operated, since we must minimize any periods that the server is unavailable (and if unavailable during deletion), we must not degrade the performance of their machines or ability to perform their daily tasks (if they are able to continue with these during the deletion process). 

	BR02.0
	Appvd
	A solution is required that can move the Archive Stubs created as part of a stale data migration, into their own separate sub-folder within each folder in the server directory structure, where they exist.     


	BR02.1
	Appvd
	The solution must be able to find all files with a file name starting “ARCHIVE STUB” and a .url file extension. (Note: there may or may not be a space between “ARCHIVE STUB” and the file name).

	BR02.2
	Appvd
	At each level of the directory where Archive Stubs are found, the solution must create a new sub-folder called “ARCHIVED FILE STUBS”.

	BR02.3
	Appvd
	At each level of the directory where the solution has created a new sub-folder called “ARCHIVED FILE STUBS”, the solution must move all the Archive Stub files at that level, into it. 

	BR02.4
	Appvd
	It must be possible for the user to select the folder level/directory depth in the server directory structure, at which to search for Archive Stubs, create a new sub-folder called “ARCHIVED FILE STUBS” and move them into it, which could be at any level between the highest and lowest directory depth. 

	BR02.5
	Appvd
	Once the folder level/directory depth in the server directory structure has been selected, the solution should search for the Archive Stubs in the folder selected, create a new sub-folder called “ARCHIVED FILE STUBS” and move them into it, and then do the same in all that folder’s sub-folders down to the lowest directory depth. 

	BR02.6
	Appvd
	The solution should provide confirmation of the number of “ARCHIVED FILE STUBS” folders created.

	NFR02.0
	Appvd
	The solution must be able to search for the Archive Stubs, create the new sub-folders and move the Archive Stubs into them, in the select folder and all of its sub-folders down to the lowest directory depth, within a short timeframe (e.g. minutes to no more than a few hours) – especially if business-user operated, since we must minimize any periods that the server is unavailable (whilst the Archive Stubs are being moved), or must not degrade the performance of their machines or ability to perform their daily tasks (if they are able to continue with these during the stub separation process). 

	BR03.0
	Appvd
	It should be possible to apply the solution to any server within the LDC which is monitored now or in the future by the Varonis DatAdvantage tool. The current list of servers monitored by DatAdvantage is shown in section 1.3.1 In Scope.

	BR04.0
	Appvd
	A separate solution can be provided for each objective, or a single solution can be provided that can perform each objective independently.   


	BR05.0
	Appvd
	The solution can be delivered as either a business user-operated solution, or one supported by DXC ISP.  

	NFR03.0
	Appvd
	The solution is only required to be operated/used by a single user at a time. (There is no requirement for concurrent use).

	NFR04.0
	Appvd
	Use of the solution should be restricted to specific users with appropriate knowledge of what it does and how to operate it. 

	NFR05.0
	Appvd
	The solution must be re-usable.

	NFR06.0
	Appvd
	The solution should be available for use 24 hours a day and 7 days a week, as it could be used both during business hours, outside of normal working hours including overnight, and at the weekends.  

	NFR07.0
	Appvd
	Restoration of the Archive Stub Deletion/Segregation solution, in the event of an operational outage or downtime, is non-critical.

	NFR07.1
	Appvd
	Restoration of the Archive Stub Deletion/Segregation solution in the event of a disaster, is non-critical.






























3 [bookmark: _Toc102043049][bookmark: _Toc103164747][bookmark: _Toc182971898][bookmark: _Toc191956974][bookmark: _Toc212274763]Solution

The purpose of this application  is to capture the Unstructure Stale Data for Deletion or Separation of Archive Stubs. The design details of following functions which will be key inputs for development and support system

· Creating python web application using Python 3 and Flask web framework which will allow users to select Directory path 
· Then User able to choose option SEPARATION or DELETION
· If user Select SEPARATION
· Script will read all the files from specified directory and subdirectory (Recursive method) and find the file name contains ‘ARCHIVED STUBS’ string and extension .url
· All the identified files will be moved to new folder called “ARCHIVED FILE STUBS” for each folder level
· Eventually application will generate the reports how many moved as archived, how many failed to move even it has marked archived etc., Also script will provide log exceptions report which will generate in server log.
· If user Select DELETION
· Script will read all the files from specified directory and subdirectory (Recursive method) and find the file name contains ‘ARCHIVED STUBS’ string and extension .url
· All the identified / search files will be Deleted from selected server and path permanently for all sub folders level
· Along with Script will search readme file with file extension .txt and delete it permanently from selected server and path
· These operation can be performed from VM browser URL which we will config and provide 


Flow Chart for Solution Process

[bookmark: _Hlk101187803]	Comment by Bryan Tonkin: What is this diagram for?	Comment by Jesudas Jesudas (Supplier): This Diagram about to business flow and solution process, Have amend the title to more clear

4 [bookmark: _Toc53046721][bookmark: _Toc103164748]Scope and Out of Scope
4.1 Scope
The solution we require for moving Archive Stub files into separate sub-folders and deleting redundant Archive Stubs, could be applied to any server within the London Data Centre (LDC) which is monitored by the Varonis DatAdvantage tool. This is because we can only perform stale data migrations on those servers that are monitored by this tool. The current scope of servers monitored by DatAdvantage is as follows:

· Web application development to Separation and deletion of Archived file Stubs and readme files
· Application will be accessed using web browser
· This application can access only business users those who authorized in the GAD group. Hence we planned to created GAD groups and individual users need to raise access request to access the URL Others cannot access and URL not open to all. 	Comment by Jesudas Jesudas (Supplier): Newly added 12-02-2021 after discussed in call	Comment by Bryan Tonkin: Application can only be accessed by users who are members of the GAD group. Only those members will be able to access the application via the URL?	Comment by Jesudas, Jesudas: Yes, Only busniess users who part of new GAD group can access rest cannot access	Comment by Jesudas, Jesudas: 

Separation
· Locate Archived Stubs create new sub folder called “ARCHIVED FILE STUBS” any folder within a specified directory that contains one or more Archive File Stubs.
· Create a new sub-folder at that directory level to house the Archive Stubs.
· Move all the Archive Stubs at that directory level into the new sub-folder. (Where specified), repeat this at every directory level that contains Archive Stubs for the whole specified directory.
· Show number of Archived Stubs 

Deletion
· A solution is required that can delete redundant Archive Stubs and Stale Data Readme files from a server that has been through a stale data migration using the Varonis DatAdvantage tool  Create a new sub-folder at that directory level to house the Archive Stubs.
· The solution must be able to find and delete all files with a file name starting “ARCHIVE STUB” and a .url file extension. (Note: there may or may not be a space between “ARCHIVE STUB” and the file name). 
· The solution must also be able to find and delete all files with a file name starting “STALE DATA – PLEASE READ” and a .txt file extension.
· It must be possible for the user to select the folder level/directory depth in the server directory structure at which to search for and delete the Archive Stubs, which could be from the highest to the lowest directory depth.
· Once the folder level/directory depth in the server directory structure has been selected, the solution should search for and delete the Archive Stub files in the folder selected and all sub-folders down to the lowest directory depth.
· Once the folder level/directory depth in the server directory structure has been selected, the solution should search for and delete the STALE DATA – PLEASE READ readme files in the folder selected and all sub-folders down to the lowest directory depth.
· The solution must also delete any folders called “ARCHIVED FILE STUBS” (if the Archive Stubs were moved into their own separate folder first), both in the folder selected, and all sub-folders down to the lowest directory depth.
· The solution should provide confirmation of the number of Archive Stubs deleted.
· The solution should provide confirmation of the number of STALE DATA – PLEASE READ readme files deleted (where applicable).

Below figure showing sample list of server
[image: ] 
 
· In addition to the list of servers currently monitored by the Varonis DatAdvantage tool (shown above), the solution can  also be re usable on any additional servers that are added to DatAdvantage in the future.
· So any new server added in the above list will be 

· Currently, the only servers that have been through a stale data migration are listed below, so these are the only servers that currently have Archive Stubs on them, however, we are currently migrating a server per month, so this list is steadily increasing: Below are the sample server name 	Comment by Bryan Tonkin: Is this relevant?
This list is transient as the server scope is any server monitored by Varonis	Comment by Jesudas Jesudas (Supplier): Server list will be displayed on application dynamically. Here displayed  list si one of the sample Server list and it will be remove or add new 	Comment by Bryan Tonkin: I think it would be helpful to state this as it is not clear from the text. i.e. the application dynamically lists the servers which have been through a stale data migration	Comment by Jesudas, Jesudas: Additional text has been added to make this section more informative

· LDCNASVF-UKLF3
· LDCNASVF-UKLF10
· LDCNASVF-UKGI8
· LDCNASVF-UKLF6
· LDCNASVF-UKGI12
· LDCNASVF-UKLF8

Application UI Select Box 
[image: ]
· Above are the sample server list these list will be updated in application based on availablity on shared network.
· Server can be add / remove from the list anytime 
· Any new server added that need to be mapped or shared with existing list 
· Above application UI select box will be displayed all the Server name from veronics server which has stale data OR shared / mapped to UAT/PROD
· Server names will be available in the list even stale data been removed 
· If Zurich team wish to remove specific server name from application then the mapped / shared need to be disable
· Required read & write permission on Vronics DataAdvantageTool in PROD to perform separation  Deletion operation
4.2 Out of Scope:-
a. Login and user authentication (WEB URL can access only users those authorized to access) We do not cover application level login authentication
b. Download Excel (CSV) report feature after chosen operation completed 
c. Excel (CSV) /Report will not be stored on server or anywhere.
d. No log (history) maintain about activities performed by end user.
e. Application support is not in scope for this work. Will be followed by as per agreed process between DXC and Zurich.
f. Email service of SMTP configuration is out of scope 
g. Anything which is not part of in scope is considered as out of scope

5 [bookmark: _Toc51174161][bookmark: _Toc51174162][bookmark: _Toc191956975][bookmark: _Toc212274764][bookmark: _Toc53046722][bookmark: _Toc103164749]Design assumptions and risk 
5.1 [bookmark: _Toc103164750][bookmark: _Toc239126692]Assumptions	Comment by Bryan Tonkin: It is not clear what assumptions are being made here.
This needs more explanation as some decisions have been made here	Comment by Jesudas Jesudas (Supplier): Added more info	Comment by Bryan Tonkin: Those recently added are not design assumptions, they relate to the work order!
ID 1 and ID 2 are not design assumptions either, they relate to how the application is supported:
ID 1 – The application will be operated by a business user so what is the reference to the helpdesk for?
ID 2 – DXC ISP will support the application, provide a Runbook and the WINS document will state how to deal with any issues

	ID
	Description

	1
	Solution is going to have only 2 environment one Lower UAT and Production

	2
	Application will be run / access any browser such as Crome, Firefox, Safari & Edge by business users who part of the GAD Group

	3
	Required UAT environment for testing with PROD data (duplicates from DataAdvantool)

	4
	Account set up using new service account so that account will have access for deletion / separation

	5
	Network drive to be mapped on new application server as shared drive. This will be populated to select as drop down in first page of application UI

	6
	Solution is based on the Linux machine using following environment 	Comment by Bryan Tonkin: This is the only application design assumption in this list	Comment by Jesudas, Jesudas: Section updated with technical assumptions
· Python 3.9
· Port 5000
· Flask Framework for Frontend (UI)
· Linux RHL
· Nginx/Apache
· Server IP / Hostname / Sub Domain

	7
	Required sample NasDrive folder structure to test in UAT environment

	8
	Separation / Deletion report will be displayed on same screen I,e number of archived folder, Stale data files, and archive stubs files.


	9
	Deletion required user confirmation before remove data permnantely from veronics server

	10
	Required read & write permission on Veronics DataAdvantageTool server

	11
	Required all necessary permisstion to connect Veronics server from Python remote program

	12
	Log file will be generated for only last operation and it will be overwritten 




5.2 [bookmark: _Toc87256493][bookmark: _Toc103164751]Risks
	ID
	Description

	1
	Risk that if files are mid-way through being processed and the solution breaks down/errors, that those files may be in a state that is not recognised by the solution, when it is re-run, so may not be identified for deletion or separation.

	2
	Any unforeseen environment issues/upgrades/change freeze periods that could impact the key delivery dates.


	3
	Any Stale data with .txt and .url extension deleted by user and it cannot be recovered / reverted back.


	4
	System do not store / save any previous history for deletion, separation or any operation 




[bookmark: _Toc51174165][bookmark: _Toc191956977][bookmark: _Toc212274766][bookmark: _Toc53046724][bookmark: _Toc103164752]6	Standards
<List the standards, conventions and procedures followed in the detailed design. These may be derived from architecture patterns, principles and policies. Refer to existing Technical Standards and Controls (TSC) standards and/or checklists.>
6.1 [bookmark: _Toc191956978][bookmark: _Toc212274767][bookmark: _Toc53046725][bookmark: _Toc103164753]Design standards  
Design standards used for Application
·  Python & FLASK Microframe work
·  MVT
Design standards used for data model
· N/A
6.2 [bookmark: _Toc191956979][bookmark: _Toc212274768][bookmark: _Toc53046726][bookmark: _Toc103164754]Naming conventions
6.2.1 [bookmark: _Toc53046727][bookmark: _Toc103164755]Package names
Package names are all lowercase, with consecutive words simply concatenated together (no 
underscores). 
6.2.2 [bookmark: _Toc53046728][bookmark: _Toc103164756]Class names
Class names are written in UpperCamelCase. Class names are typically nouns or noun phrases.
6.2.3 [bookmark: _Toc53046729][bookmark: _Toc103164757]Method names
Method names are written in lowerCamelCase. Method names are typically verbs or verb phrases.
6.2.4 [bookmark: _Toc53046731][bookmark: _Toc103164758]Parameter names
Parameter names are written in lowerCamelCase.
6.2.5 [bookmark: _Toc53046732][bookmark: _Toc103164759]Local variable names
Local variable names are written in lowerCamelCase.
6.2.6 [bookmark: _Toc53046733][bookmark: _Toc103164760]Non-constant field names
Non-constant field names (static or otherwise) are written in lowerCamelCase.

6.3 [bookmark: _Toc191956980][bookmark: _Toc212274769][bookmark: _Toc53046734][bookmark: _Toc103164761]Programming standards
6.3.1 [bookmark: _Toc53046735][bookmark: _Toc103164762]Indentation
Proper indentation is very important to increase the readability of the code. For making the code readable, programmers should use White spaces properly. Some of the spacing conventions are given below,
· There must be a space after giving a comma between two function arguments.
· Each nested block should be properly indented and spaced.
· Proper Indentation should be there at the beginning and at the end of each block in the program.
· All braces should start from a new line and the code following the end of braces also start from a new line. 
6.3.2 [bookmark: _Toc53046737][bookmark: _Toc103164763]Standard headers for different modules:
For better understanding and maintenance of the code, the header of different modules should follow some standard format and information. 
The header format must contain below things that is being used in various companies
· Name of the module
· Date of module creation
· Author of the module
· Modification history
· Synopsis of the module about what the module does
· Input output parameters
6.3.3 [bookmark: _Toc53046738][bookmark: _Toc103164764]Flask, Python Code should be well documented:
The code should be properly commented for understanding easily.
6.3.4 [bookmark: _Toc53046739][bookmark: _Toc103164765]Length of methods should not be very large:
Lengthy methods are very difficult to understand. That’s why methods should be small enough to carry out small work and lengthy methods should be broken into small ones for completing small tasks.



6.4 [bookmark: _Toc191956981][bookmark: _Toc212274770][bookmark: _Toc53046740][bookmark: _Toc103164766]Tools used
[bookmark: _Toc53046741]Below are the various tools that will be used to design and develop the system.
– Standard GIS security toolkit 
– Redhat OS 
– Python 3.9.0 
– PIP3 
– Flask 2.0.1 
– Nginx 1x (Stable) 
– Sub domain for URL access 
– Shutil, TKInter modules


7 [bookmark: _Toc53046742][bookmark: _Toc103164767][bookmark: _Toc191956982][bookmark: _Toc212274771]Application design model
[image: ]
					Figure 1: Application Design Model









8 [bookmark: _Toc53046743][bookmark: _Toc103164768]Process logic                                                               
8.1 [bookmark: _Toc53046744][bookmark: _Toc103164769]Business flow
Separation
Success
Failed
Confirm
Delete All Archive Folders, Stale data file, read me files
Veronic Server 
/ NASDrive
Veronic server connection 
request thru Remote Conection 

Return : List of Server names
Business User Inout
Drive Selection 
Archive Stubs and Stale Data Process
Explore Drive and Directories 
Separation OR  Deletion
Report
Stale Data, Archive Files, Archive Stub Folder
Deletion
Confirm Cancel
Cancel
Report
Stale Data, Archive Files, Archive Stub Folder
END
Preparing the UI with Server / NASDrive Detils
Zurich
Business User
Authenticate with GAD Group ID
Check
Terminate




Figure 2: Business Flow	Comment by Bryan Tonkin: This diagram needs fixing	Comment by Jesudas, Jesudas: Yes diagram issue has fixed 

Archive Stale Data Deletion/Separation application will implement a staging area for lower environment test. Application can be deployed using WSGI model and can be accessed through any web browsers. For authentication GAD group will be created and given access for specific business users. This application will accessible only for those users who have privilege or added into that GAD group.
User will give input such as server drive path, deletion/separation option based on this manual input application will process. 
· Stale Data Files
· Archive Files
· Number of archive foldes, in the each lower directory depth
Note:- Confirm of deletion process all the Stale data will be deleted permnantely from Veronics server and it cannot be recover or reverted back.
			
	
9 [bookmark: _Toc53046758][bookmark: _Toc103164770]Presentation – Web UI
Unstructured Data Archive Move / Deletion web application will be developed using Python 3.9 and Flask 2.0 Microframework.  Flask framework is web based UI frontend web application framework for building client applications in HTML5, Bootstrap and Jquery with Jinja template engine. 
The front-end user screens are used for data presentation and user process. For the sake of maintenance and simple design, the front-end should be lightweight. It should be only responsible for data binding and informing the business users about Stale data process, such as Archive File Folder create, Archive Stub and Stale Data read me files count etc.. Front end Web application URL can be accessed by users in the GAD Group. The separation of the stale data and deletion of the Archive Stubs and Read me files delivers a simpler design of the system and achieves high maintainability. Stale data deletion requires user confirmation to remove stale data permenantly from server.
Mapping NASDrive from Veronics application server and manipulate the server names to populate to the web UI will be done by remote server connection or share drive connections. 
9.1 [bookmark: _Toc53046759][bookmark: _Toc103164771]Technologies 
Unstructured Archive Data user interface screens are developed using below technologies and respective versions. 
	
	Tool
	Version

	Python
	3.6.0 / 3.9 . 3.10 	Comment by Bryan Tonkin: The text states Python 3.9?	Comment by Jesudas Jesudas (Supplier): Supported compatability version is 3.6, 3.9, 3.10 

	Flask
	2.0

	Jquery 
	3.1.0

	Visual studio code
	1.66

	Jinja Template
	2



OS Platform :- 
· Linux Ubuntu / RHEL
Dependency modules used for development to build Select Folder path, copy & remove directory and its file
· Flask 2.1
· Paramiko
· tkinter 3.6
· ast
· os, time
· shutil
· logging

9.2 [bookmark: _Toc53046761][bookmark: _Toc103164772]User interface and screen design
<Define the screen layouts, view(s) and screen flows, and the set of web user interface components which enable the screen usage. Screen design should also cover the order or hierarchy of screens when several related screen views are needed.>

Below are the screen shot which will show only web UI and server name or URL will not be visible since Web Server name not been provided
Home Screen :- Business user can select Server Drive, Directory, Separation / Deletion 
[image: ]

Archive Data File Separation Process &  Report 
[image: ]





Archive Data File & Stale Data READ Me File Deletion Report to Confirm 
[image: ]
Delete Confirmation Screen
[image: ]
9.3 [bookmark: _Toc53046763][bookmark: _Toc103164773]Form design
UI forms are designed by HTML5, Bootstrap and Jquery all UI form used to get input from user. Jinja template is using to bind the dynamic values
9.4 [bookmark: _Toc53046764][bookmark: _Toc103164774]Report design
Application generated pre report before proceed deletion process in the report system will display Number Archive Stubs Folder created, Number of Archive Stub Files found, Number of Stale data Read Me files found, Server Path etc., 




10 [bookmark: _Toc51182152][bookmark: _Toc53046770][bookmark: _Toc103164775]Information element table 
<The following table provides a means to list the project specific information elements which are used and where each is defined. Zurich may specify what is required from a supplier in this table.>
	Information element
	Applicable
	Project specific element
	Where defined

	Purpose
	
	
	

	Scope
	
	
	

	Design assumptions, requirements and constraints
	
	
	

	Design alternatives
	
	
	

	Standards
	
	
	

	Design standards
	
	
	

	Naming conventions
	
	
	

	Programming standards
	
	
	

	Tools used
	
	
	

	Application design model
	
	
	

	Process Logic
	
	
	

	Business flow
	
	
	

	Transaction flow
	
	
	

	Services
	
	
	

	Online services
	
	
	

	Batch services
	
	
	

	Presentation
	
	
	

	Conventions and standards followed
	
	
	

	User interface and screen design
	
	
	

	Customer customized materials
	
	
	

	Form design
	
	
	

	Report design
	
	
	

	Data design details
	
	
	

	Transition flow
	
	
	

	Commonality
	
	
	

	Technical design and technology related design
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