



	


	Architecture Specification Document
AML Reconciliation (APP-9315)





[image: ][image: ]

[bookmark: _Toc371507681]Document History
	Version
	Author, Org Unit
	Status
	Comment/Description of Change

	0.1
	Brian Russell
	Draft
	Initial draft

	0.2
	Brian Russell
	Draft
	For initial internal review

	0.3
	Brian Russell
	Draft
	· Added exception service
· Clarified authentication
· Combined Scanning and Source files service, 0.2 model was too fine grained

	0.4
	Brian Russell
	Draft
	Changed hosting to EPC 

	0.5
	Brian Russell
	Draft
	· Added Quartz scheduler
· Updated for internal review to reflect agreed detailed design

	0.6
	Brian Russell
	Draft
	Updated for Zurich architecture review:
· Fircosoft is entirely internal
· Customer lists only are scanned
· Hashing algorithm

	1.0
	Brian Russell
	Baseline
	Renumber and attach sign-offssignoffs

	1.1
	Brian Russell
	Update
	· Added APP idapplication ID
· Updates to retention period
· Updates to recovery process
· [bookmark: _GoBack]Updates to file naming for MoveIT jobs


[bookmark: _Document_References][bookmark: _Toc371507682][bookmark: _Ref31987367]Document References
	#
	Document Name
	File Name/Link
	Version 

	1
	ASD Document Guidelines
	Project-Z Template
	

	2
	ITS Roadmap
	Zurich IT Services Software Roadmaps 2020
	2020

	3
	AML Reconciliation LTM
	TBC
	

	4
	Requirements
	BRD Sentinel Reconciliation - v1.0 Approved.docx
	1.0

	5
	Zurich ProjectZ Framework
	https://intranet.zurich.com/content/Pages/ProjectZ-a-simpler-way-to-successfully-execute-projects0214-7108.aspx
	

	6
	Project Definition
	PD_368048_UKLL_Life05465_PA_v1.0_20200710.docx
	1.0

	7
	Plan Enquiry LTM
	Plan Enquiry- Funds-BulkCE and Common Platform _LTM v1.12.pdf
	

	8
	Microservices Best Practices for Java (IBM)
	https://www.redbooks.ibm.com/abstracts/sg248357.html
	

	9
	APIMan JWT Policy
	https://apiman.gitbooks.io/apiman-user-guide/content/user-guide/gateway/policies.html#_jwt_policy
	

	10
	Token Signing Overview
	https://auth0.com/blog/json-web-token-signing-algorithms-overview/ 
	

	11
	Zurich DevOps Platform
	https://confluence.zurich.com/display/DP/DevOps+Platform
	

	12
	MoveIT Documentation
	https://docs.ipswitch.com/MOVEit/Central/onlineguide/en/help.htm
	


[bookmark: _Toc371507683]


Reviewers
	[bookmark: _Hlk34221620]Name/ Team
	Role
	Organisation
	Feedback Received

	Anthony Sillick
	Project Manager
	Zurich
	

	Binh Nguyen
	Java Application Developer
	DXC ASP
	Yes

	Bryan Tonkin
	Solution Architect
	Zurich
	Yes

	Hari Srivatsava Bharatula
	Java Application Developer
	
	

	John Iles
	Security Consultant
	Zurich
	Yes

	Priya Aggarwal
	Project Manager
	DXC ASP
	Yes

	Ravi Shankar Ambaldhage
	Java Application Developer
	DXC ASP
	

	Soumit Basu
	Technical Architect
	DXC ISP
	Yes

	Stephen Taylor
	Business Analyst
	Zurich
	

	Venkata Ramakrishna Jasti
	Application Architect
	DXC ASP
	Yes

	Vidyasagar Bhokarwad
	Java Application Developer
	DXC ASP
	Yes


[bookmark: _Toc371507684]
Approvers
	Name
	Approval Received (Date)

	Anthony Sillick
	


	Bryan Tonkin
	


	John Iles
	



[bookmark: _Toc371507685]
Distribution List
	Name
	Role
	Organisation

	
	
	

	
	
	

	
	
	



Table of Contents
1	Introduction	5
1.1	Document Conventions	5
1.2	Business Context	5
1.3	Purpose	5
1.4	Scope	6
1.5	Deliverables	7
1.6	Outstanding Issues	8
2	Architecture Overview	9
2.1	As-Is	9
2.1.1	Diagram	9
2.1.2	Description	9
2.2	To-Be	10
2.2.1	Diagram	10
2.2.2	Description	10
2.2.3	Architecture Rationale	11
2.2.4	Strategic Considerations	11
2.2.5	Principles & Policies	11
2.2.6	Architecture Patterns	11
2.2.7	Constraints	11
2.2.8	Non Functional Requirements	12
2.3	Degree of Change	12
3	Application Architecture	13
3.1	To-Be Architecture	13
3.1.1	File Staging: Static Component Model	13
3.1.2	File Staging: Component specification	14
3.1.3	File Staging: Dynamic Component Model	15
3.1.4	File Staging: Dynamic Component Model Description	16
3.1.5	Application: Static Component Model	17
3.1.6	Application: Component specification	18
3.1.7	Application: Dynamic Component Model	20
3.2	Operating Software	22
4	Deployment Architecture	23
5	Security	24
5.1	User Authentication	24
5.2	Confidentiality	25
5.2.1	Data Classification	25
5.2.2	Data Retention	25
5.2.3	Data Access	25
5.3	Availability	26
6	Architecture Decision Log	27
7	Architecture Assumptions	28
8	Appendices	29
8.1	Degree of Change	29
8.2	Requirements Traceability	30
8.3	Zurich Data Classification	30
8.4	Zurich Criticality Tiers	31
8.5	Source Systems	31
8.6	Update and Export Restrictions	32
8.7	Glossary	33



[bookmark: _Toc51770874]Introduction
[bookmark: _Toc51770875][bookmark: _Toc191789336][bookmark: _Ref22306660]Document Conventions
1. [bookmark: _Ref50025849]References are given in square brackets like this [1]
2. Static architecture diagrams use the C4 Model language
3. Dynamic architecture diagrams use UML sequence diagrams.
4. “Screening” is used to refer to the process performed by the application of recording details of files sent to Sentinel
5. “Scanning” is used to refer to the sanctions processes performed by Sentinel


[bookmark: _Toc51770876]Business Context
Zurich UK Insurance (Life & GI) uses the Zurich group solution Sentinel for Sanctions and PEP screening as part of its Anti Money Laundering (AML) checks. It screens policy admin system customer lists as well as customers making claims, e.g. for Politically Exposed Persons (PEP) compliance.
A review in 2018 by UK AML and a second review by Zurich Group in December 2019 reported weaknesses in the AML screening processes. The resulting audit action to analyse and develop appropriate reconciliation controls was completed on April 15th. These controls are designed to confirm the completeness of data extraction and delivery to and receipt of results from Sentinel.

[bookmark: _Toc51770877]Purpose
This document specifies the solution architecture to implement the reconciliation controls identified in the audits mentioned above. It describes the required application architecture, high level components and establishes the solution context for delivery of the solution. The architecture is designed to meet the requirements specified in Reference [4].

The solution delivered by this project is known as “AML Reconciliation”






[bookmark: _Toc191789223][bookmark: _Toc191789337][bookmark: _Toc51770878]Scope
This document addresses the baselined requirements document which excludes dashboard design. As per the Zurich ProjectZ framework [5] the Architecture Specification Document (ASD) and Detailed Design Document (DDD), are mandatory documents that are necessary for all applications developed by ASPs supplying services to Zurich across all LSAs.

The following items are in scope and covered by this document:
· Definition of the high-level components comprising the solution
· Definition of the technical approach for the solution
· Interfaces with other systems
· SLA requirements
· Compliance to Zurich Global Technology Inventory, Blue Book and other Zurich standards
· Requirements for application hosting
The following items are not in scope and are not covered by this document:
· Specification of application hosting. For this see the LTM, reference [3]
· Specification of changes to systems outside AML Reconciliation
· Detailed design. The Detailed Design Documents (DDD) depict the full design of the solution in line with this ASD. Multiple DDDs may be produced covering specific aspects of the delivery
· Physical implementation details that will be documented in the LTM and application Runbook
· Operational procedures. These will be documented in the application Runbook and Working INStructions for helpdesk (WINS) document
· Project Management process. This is covered by the Project Definition (PD) document
· Specification of input files from Sentinel
· The Reconciliation Dashboard specifics, other than high level approach as noted above

This document forms input to the Operational Readiness Review (ORR) process and must be baselined for ORR to complete. Document baseline is dependent on signoff from the Zurich architecture team and DXC 
[bookmark: _Toc181764050][bookmark: _Toc181764142]  
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[bookmark: _Outstanding_Issues][bookmark: _Ref15050163][bookmark: _Toc51770880]Outstanding Issues
The following table lists outstanding issues and version of this document where they were resolved:
	#
	Version Introduced
	Version Resolved
	Description
	Summary Resolution

	1
	0.1
	0.5
	Dashboard requirements. Out scoped for PD 1.0. Initial recommendation to develop as Agile
	Dashboard will be delivered waterfall

	2
	0.3
	1.0
	Confirm licencing requirements & obligations
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	



[bookmark: _Toc51770881]Architecture Overview
[bookmark: _Toc51770882]As-Is 
[bookmark: _Toc51770883]Diagram


Figure 1: As-Is Solution Context
 
[bookmark: _Toc51770884]Description
Zurich need to screen lists of all the people we do business with (e.g. policy holders, brokers etc) as well as those claiming on polices. The Sentinel project implemented an internal website based on Fircosoft to provide a screening service for these lists. Accuity are the vendors of the Fircosoft software, and the solution is known within Zurich as “Sentinel Scanning”
Where possible those lists are delivered automatically to the Group Sentinel DMZ from source Zurich systems. 35 different Zurich systems (8.2) produce source files for submission to Sentinel. These source files are place in the MoveIT EMEA DMZ, where they are in turn picked up and transferred to the Sentinel MoveIT. The source files are then screened for sanctions and PEP compliance.
Where it is not possible to deliver the lists automatically the lists are uploaded manually by two groups of users:
· Zurich AMLSU (Anti-Money Laundering and Sanctions Unit) who use systems internal to the Zurich network
· Oak Underwriting, who are outside the Zurich network

Once the lists have been screened the resulting alerts are reviewed and commented on by authorised Zurich users via the internal Fircosoft. For Life Business, AMLSU review Fircosoft. For P&C Claims; specialists in the P&C Claims Team review Fircosoft for potential matches. If any potential matches are identified, these are forwarded to P&C Risk & Controls Manager. They then forward any confirmed matches to AMLSU via email at Gbz_UKSanctions Team@zurich.com.
The MoveIT DMZ is used as a staging point for Sentinel because it provides an instant pickup by MoveIT, rather than the minimum 10 minute polling interval that non-DMZ MoveIT sources are subject to.
In the existing system there are three DMZ drop folders for sentinel:
· Near Event Screening (NES)
· Sanctions
· PEP

The requirements and existing MoveIT jobs specify the target folders on a per file basis and these will be used for the setup of new jobs. 

The gap which this solution addresses is the failure to log all files that are sent for screening and to ensure that each file is screened by Sentinel and these screening results have been received.


[bookmark: _Toc51770885]To-Be
[bookmark: _Toc51770886]Diagram


Figure 2: To Be Architecture Overview
[bookmark: _Toc51770887]Description
AML Reconciliation will act as an intermediary between the sending and receipt of files between Zurich and Sentinel. It will provide an audit history of files sent for screening and screening results received from Sentinel that addresses the issue identified by audit.
Files will no longer be placed directly into the MoveIT DMZ pick up folder. Instead, all files will be routed via staging areas under application control.
Source files generate from systems will be transferred to an input staging area. Files manually uploaded by internal users will be placed in a file system share, then transferred to the one of the three input staging areas by MoveIt. This will ensure that no source files are lost due to systems or users sending a file with the same name through twice. Source files from Oak Underwriting users will also be transferred to this staging area via a folder in the DMZ dedicated for this purpose. The requirements and existing MoveIT jobs specify the target folders on a per file basis and these will be used for the setup of new jobs. With regard to PEP scanning, these files will be moved to the PEP scanning folder where the filename is suffixed _PEP.
AML Reconciliation will read source files & their contents from the staging are and record details of each, storing the details in the Reconciliation database.
· Filename
· Timestamp of the file
· Number of records, in the file
· File hash. An SHA256 hash of the file as agreed with Sentinel
Once source file details have been recorded, the file is transferred to the EMEA MoveIT DMZ pick up folder by another MoveIT job for processing at Sentinel.
Sentinel will send a daily Input File containing the details of source files that it has screened, containing records with the following fields:
· Filename
· Date & Time the file was read from DMZ 
· Number of records, in the file
· An SHA256 hash of the file
On receipt of the Input File, AML Reconciliation will match the records against the log of files sent that is held in the database. The files will be matched on filename plus the datetime that the file was read into reconciliation and Sentinel screening. 
Note: these times will be different, with the DMZ read time being shortly after the Sentinel read time, so the files will be matched on that timestamp difference being withing a tolerance to be determined in detailed design. To provide an exact match it was proposed that AML reconciliation should rename the file placed into the DMZ with the current date & time, with Sentinel returning this value in the Input File. However, this proposal was rejected by Sentinel.
Matches and mismatches will be presented in a web-based dashboard for AMLSU users to check. Exceptions will be raised within the dashboard for files having screening results over-due. Users who have resolved exceptions will enter the mitigations or resolving action that closed the exception as free text.
Users will be authenticated using Zurich GITDIR Active Directory in the zurich.com domain (zurich.uat for test). Okta will not be used due to lack of requirement for single sign on or external user logon. The application will send emails via the standard SMTP service.
As before, AMLSU users will check Fircosoft to continue the existing business process.


[bookmark: _Toc51770888]Architecture Rationale
Staging areas and MoveIT
The existing solution places all incoming and outgoing files directly on the MoveIT DMZ Sentinel pick up folder (c/f requirements section 1.2.1). Staging areas are introduced so that AML Reconciliation may act as an intermediary to scan Source and Input files. The staging areas also offer the opportunity to avoid source files being overwritten,  when the MoveIT jobs responsible for transfer are set to fail when the target file is presentwill append a timestamp, including date to the filename. This prevents data loss due to file overwrites and guarantees file delivery to the application.  See 5.2.3 for the data access approach. A copy is taken of each file input to the system so that in the event of an outage incurring a loss of data in the database, these files can be re-processed to recover the history.
Service Based Approach
A service-based approach is taken to separate the front and back end of the application, promoting loose coupling. Each may be worked on independently by different developers, increasing the velocity of changes delivered to the project. A service based back end also allows future addition of additional user interfaces (mobile) or administration pages.
EPC Deployment
A traditional deployment to EPC platform will be implemented. A containerised deployment approach would be preferred for a small application, however the platforms available at this time are not suitable:
· The DXC container platform is integrated with the DXC DevOps toolset, including Bitbucket, Jira, SonarQube and Jenkins and Docker to enable an automated development pipeline with support for automated testing and deployment. It is designed with scalability and the addition of further applications. A deployment to this platform would leverage the already available routing for non-service vs service traffic, CI/CD pipeline, APIMan for cross cutting concerns and ELK stack for logging. However, this is not an approved solution for future application deployments.

· The Zurich DevOps platform provides an OpenShift based container platform hosted in Microsoft Azure. Although approved for application deployments, implementing the features from the DXC platform to meet the availability requirements for AML Reconciliation would be a large effort and potentially over engineered for an application of this size
Therefore, the application will be deployed to small EPC servers, leveraging existing Zurich infrastructure services.
[bookmark: _Toc51770889]Strategic Considerations
The solution will close the gap identified in the introduction by audit. The solution is designed, and architecture patterns chosen to maximise future opportunities for process automation and extensibility. Availability and reliability are key factors to deliver a solution which Zurich will use to demonstrate end to end controls of the AML screening business process. Reuse of existing Zurich capabilities is made wherever possible.
[bookmark: _Toc51770890]Principles & Policies
The solution will use standard Zurich capabilities where possible and adhere to the following guidelines:
· Blue Book
· Orange Book
· ITS Software Services Roadmap
Infrastructure is provisioned from Zurich EPC, aligning with a virtual-first approach as per Zurich Architecture strategy. See the LTM [3] for further details.
In general, from a technical perspective, the desire is to achieve loose coupling and high cohesion between system components.
[bookmark: _Toc51770891]Architecture Patterns
MoveIT DMZ
Use of standard pattern for file transfer in and out of the Zurich network.
MoveIT File Transfer
Use of standard pattern for file transfer providing guaranteed delivery, or failure message with email notifications
Dashboard MVC
The Web based dashboard will use an industry standard framework which implements Model View Controller.
REST Services
REST web services will provide data to the user dashboard to facilitate the following goals:
1. Reduce coupling between application components and between the service later and the dashboard
2. Allow easy, automated testing of services using tools such as Postman
Services
A service-based approach encourages loose coupling and high cohesion and elegantly leverages Conway’s Law to avoid undesirable architectural dependencies introduced through development team structure. They are independently created, tested and deployed and are an ideal fit for modern automated deployment practices that are starting to be used at Zurich.
[bookmark: _Toc51770892][bookmark: _Toc190155414][bookmark: _Toc191789345]Constraints
The system is only to be made available to specified internal users at Zurich. Interfaces to external parties (Oak Underwriting users and Sentinel systems) are file based via the MoveIT DMZ. The availability of the solution is constrained by the availability of the platform and Zurich services, namely:
· EPC Virtual Machine uptime, allowing for scheduled maintenance and patching 
· MoveIT & MoveIT DMZ
· Zurich email services
· Zurich Active Directory
· Operating SLAs for systems supplying Source Files to the process


[bookmark: _Ref50627013][bookmark: _Toc51770893]Non Functional Requirements
Additional non-functional requirements received since the requirements document baseline specify:
· Availability during core business hours of 7:00 – 18:00, Monday to Friday
· Restoration of service should ensure that any files processed during the outage are re-loaded and processed to ensure that no data is lost. Regular backups of the data should be taken
· See 3.1.2 “Staging Archive” for design addressing this item
· The application will be available within 72 hours of outage 
· Data loss as a result of DR should be kept to a maximum 24 hours
· In the event of data corruption, the database should be restored from backup within 48 hours of failure
· The solution should support up to 30 users concurrently

The requirements align with a standard platform SLA of “Mission Sensitive”. See 8.4 for details of all levels.

[bookmark: _Toc51770894]Degree of Change


Figure 3: Degree of Change

Architecture Specification Document	AML Reconciliation
See section 7 for degree of change matrix.
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[bookmark: _Toc51770895][bookmark: _Toc191789349]Application Architecture
[bookmark: _Toc51770896]To-Be Architecture
[bookmark: _Toc51770897]File Staging: Static Component Model


Figure 4: File Staging Static Component Model


[bookmark: _Ref50626748][bookmark: _Toc51770898]File Staging: Component specification
The file transfers are broken down into staging areas as shown above to meet the following goals:
· Robustness for the prevention of overwriting source files, by either duplicate copy from Zurich system or by overwriting by manual upload, see requirements [4], 4.1.7. MoveIT jobs will be configured to not overwrite files if the target already exists.
· Reuse of existing MoveIT, Zurich capability providing:
· Guaranteed delivery 
· Retries
· Alerts on failure
· Traceability of each file through the system via MoveIT logs
Input Staging
	Description
	Staging for all files to be input to AML reconciliation for processing

	Responsibilities
	The input staging area serves as a single file area for the application to process incoming files. All files entering Input Staging are transferred by MoveIT. MoveIT jobs will be configured to add a date/timestamp to the filename so as to not overwrite files that already exist in the staging area. This prevents data loss in unforeseen circumstances, such as a user uploading a file with the same name twice in succession.


Output Staging
	Description
	Contains files to be transferred to DMZ Sentinel pick up location

	Responsibilities
	The application will place scanned Source Files in Output Staging for onward transfer to the Sentinel folder in the DMZ where they will be picked up for screening by Sentinel


Staging Archive
	Description
	Contains files that have been processed by the application

	Responsibilities
	Each file processed by the application will be copied to the staging archive. The archive will act as a short-term repository for remedial support actions if necessary and as a full copy providing an audit of inputs and outputs to the system.
Files will be deleted on an oldest first basis, but the retention period is three years from the date the data was written to the database, including any GDPR constraints.
Files in the staging archive may be re-used if the database suffers data-loss and an audit trail needs to be re-established. In this event source files and input files will be reprocessed by the system will be reconciled against each other to update the database, without sending the files themselves for re-processing.


Zurich Staging
	Description
	Staging for all files manually uploaded by internal users

	Responsibilities
	To guard against files being accidentally overwritten, users inputting files manually to the system will place them on a staging NAS folder. From there they will be transferred to the Input Staging folder.
Each business unit will have its own subfolder within this staging area to provide the necessary segregation between business units. 
MoveIT jobs will transfer files to the single Input Staging folder for the application, guarding against overwrites by adding a date/timestamp to the filename and simplifying the application design. The addition or removal of future business units will only require the provision securing of an additional data folder plus MoveIT job change. (Note: MoveIT jobs can be configured to pickup and drop to multiple locations)


Oak Staging
	Description
	Contains files uploaded by Oak Underwriting users

	Responsibilities
	Oak underwriting users will upload files to the Zurich MoveIT DMZ as at present, the files will be transferred to Input Staging by MoveIT. A new folder will be created to simplify cut-over to the new system


Zurich Systems
	Description
	Multiple Zurich systems producing Source Files

	Responsibilities
	Existing source files produced by Zurich systems will be transferred the Input Staging by MoveIT


Sentinel Staging
	Description
	Staging area for the pickup/ drop of files by Sentinel

	Responsibilities
	· Sentinel’s own MoveIT capability will pick up source files for screening from the MoveIT DMZ
· Sentinel’s own MoveIT capability will place Input files containing the details of screening source files intro the MoveIT DMZ


AML Reconciliation
	Description
	The application being developed

	Responsibilities
	· Reading & Recording of Source File details (time of ingestion, filename, record count, hash)
· Reading & recording of Input Files delivered by Sentinel
· Comparison of Input file records with recorded Source File details
· Implementation of web-based dashboard to present results to Zurich users
· Raising of processing exceptions for reconciliation mismatches or other errors in processing


Reconciliation Database
	Description
	Microsoft SQL Server Database for application persistence

	Responsibilities
	· Stores details of Source Files scanned
· Stores details of the screening details and reconciliation result for each source file
· Stores details of Input Files
· Stores details of exceptions and their mitigations
· Stores standing data required by the application


Fircosoft
	Description
	Sanctions Scanning Service, internal website, existing process

	Responsibilities
	· Takes source files containing customer lists to screen for sanctions
· Sends Input File each day with details of screened Source Files. Note that this may not contain details for all files sent in the previous 24 hours. There can be a time of up to three days between a source file being sent and appearing as an Input File record



[bookmark: _Toc51770899]File Staging: Dynamic Component Model

[image: ]
Figure 5: Staging Dynamic Component Model
[bookmark: _Toc51770900]File Staging: Dynamic Component Model Description
The flow of information is shown on the sequence diagram in the previous section. Reading the diagram top to bottom, left to right the flow is as follows:
Input of files to ALM Reconciliation
Zurich systems generate source files (Src/F) for screening by Sentinel
These files are picked up by MoveIT and transferred to AML Reconciliation scanning every 10 minutes and transferred to the Input Staging folder hosted on NAS storage. Each business unit will have its own subfolder of the Input Staging folder to maintain data segregation as required by the business units.
Zurich AMLSU users also manually generate files (Src/F) which need to be screened and they will place these in the Zurich Staging folder.  The ALMSU files are then transferred by MoveIT to the Input Staging area. The additional staging areas is used to avoid any risk of file overwrites which would happen if a single shared staging folder were implemented.
Oak Underwriting users are external to the Zurich network, so will manually generate and add files (Src/F) to a new folder on the MoveIT DMZ. These files are then in turn transferred to the Input staging folder for Sentinel Reconciliation. A new folder is required as the existing folder which they use is the folder which files are picked up by Sentinel for screening.
All the MoveIT jobs in this chain will be configured to not overwrite files as an accidental file overwrite would compromise the end to end tally of files being sent for screening and results returned. Email alerts will be generated in this instance and sent to the support team mailboxadd a date/timestamp on transfer to the input staging area so as to avoid any overwrites and loss of data. Should the application have an outage with the NAS still available, files will be picked up and processed when the application is restored.
The database will store the file name minus the timestamp as the ingestion time is also stored and the timestamp is removed for transfer to Sentinel.
AML Scanning
Every five minutes, AML Reconciliation will poll the Input Staging folder for input files.
AML Reconciliation will then read the input file and store the file name, date, record count and SHA256 hash in the Reconciliation database.
It will then move the file to the output folder for pickup by MoveIT to the EMEA DMZ as per the standard MoveIT pattern. If no files are scanned within the previous 24-hour period, an email alert to AMLSU will be sent and noted on the dashboard.
Source files moved to the output folder will have the timestamp that was added by MoveIT removed as Sentinel cannot process the file otherwise. The application will not overwrite files in the output folder but retry later if a file already exists with the same name.
Sentinel Screening
Files in the EMEA DMZ will be picked up by Sentinel as at present, every 15 minutes
Once per 24 hours, Sentinel will create the Input File (In/F). This file will contain the details of Source files which have been screened since the last Input File was sent. Any individual source file may take more than 24 hours to screen, so the input file will not contain results for all source files sent in the previous 24 hours
The Input File will be transferred to the Zurich EMEA MoveIT DMZ by Sentinel's MoveIT capability
AML Reconciliation
Every 30 minutes, a MoveIT transfer will move Input Files from the EMEA DMZ to Input Staging. Although the Input File is expected only once per day, a 30-minute schedule provides an automatic retry in case the transfer from Sentinel is delayed. This avoids the need for a support ticket to get the MoveIT job manually run if the file is delayed by a few hours.
Input Files will be read by AML Reconciliation and compared with the records in the database of Source Files sent Results will be stored in the database.
AML Reconciliation Dashboard
AML Reconciliation will implement a web-based dashboard to present scanning results to AMLSU users
Users will authenticate using their GITDIR (zurich.com) credentials
The dashboard requirements are yet to be baselined, but the following forms an initial view:
· Files Sent for screening
· Files expected to have been sent for screening but haven't. ALM Reconciliation will hold a per-file schedule to derive expected dates for files
· Results of reconciliation
· The ability to filter displayed data
· The facility to export data presented to CSV 
· Exceptions raised by reconciliation processing

See subsequent sections in this document and the detailed design for more detail


[bookmark: _Toc51770901]Application: Static Component Model


Figure 6: Application Static Component Model

[bookmark: _Toc51770902]Application: Component specification
[bookmark: _Hlk14966289]Quartz Scheduler
	Description
	Provides cluster aware scheduling for events internal to the application. Necessary for the application to be load balanced as the native Spring Scheduler is not cluster aware

	Responsibilities
	Starts regular application functions, e.g. Source File pickup.


Output Staging
	Description
	NAS folder on the NetApp storage capability. Provisioned in SCUN for UAT and LDC for other environments. Standard backup required.
Files copied to output staging by the application will include the timestamp added by MoveIT on transfer to Input staging. Similarly, MoveIT will remove this timestamp on transfer to the DMZ and be set to not overwrite. In this manner output files will be queued into the DMZ during backlog processing under a recovery scenario.

	Responsibilities
	1. Holds Source Files to be transferred to the MoveIT EMEA DMZ for pickup by Sentinel Screening


Input Staging 
	Description
	NAS folder on the NetApp storage capability. Provisioned in SCUN for UAT and LDC for other environments. Standard backup required.

	Responsibilities
	1. Contains Source Files from Zurich systems and users ready to be picked up by AML Reconciliation


Recovery Staging 
	Description
	(Nott shown on the diagram for clarity). NAS folder on the NetApp storage capability. Provisioned in SCUN for UAT and LDC for other environments. Standard backup required.

	Responsibilities
	For use in data recovery scenarios. Where the database has suffered an outage, the application support team may need to re-ingest some already processed files to roll-forward the state of the database to contain Source File records that are known to have been processed by Sentinel. Source Files placed in the recovery staging folder will update the database but not be placed into the output folder in order to prevent double scanning by Sentinel.
Additional database overwrites may be necessary depending on the complexity of the outage, but this process will ensure that all file hash and record counts are re-captured.


Staging Archive
	Description
	NAS folder on the NetApp storage capability. Provisioned in SCUN for UAT and LDC for other environments. Standard backup required.

	Responsibilities
	1. Contains Source Files and Input Files that have been scanned by AML Reconciliation. Under normal operation these files are not needed but provide a history archive should DXC support or AMLSU require the retrieval of old files, or restore data to the database in the event of data loss
2. Files will be deleted, oldest file first, keeping a history of most recent files. The retention period is three years 45 days as per requirements.


Dashboard Service
	Description
	Component providing REST implementing model for application

	Responsibilities
	· Authentication
· Accept user & password body
· Delegate authentication call to Zurich LDAP services
· Construct and JWT authentication token containing user’s active directory groups in claim
· Sign token with Hash-Based Message Authentication Code (HMAC), to be shared with other back end components.
· Functional Services
· Constructs data model to be presented by UI
· Allows updating of exception mitigations
See Security, section [5] for further details

	
	


User Directory
	Description
	· prod-ldap-emea.zurich.com (PROD)
· uat-ldap-emea.zurich.uat (UAT)
LDAP interface to Zurich active directories. Protocol used to interface to the directory will be LDAPS (i.e. LDAP over HTTPS)

	Responsibilities
	1. Authentication of users of the application, authentication of service accounts


Source Files
	Description
	Java Component encapsulating all functionality pertaining to Source Files input to AML Reconciliation

	Responsibilities
	1. Scheduled to reads Input Staging to look for Source Files for scanning. Scheduling will be provided by Quartz
2. Reads Source Files and records the following metadata to the AML Reconciliation database:
· File Name
· File Timestamp
· Number of records in file, excluding any header or trailer
· SHA256 hash of file
3. Copies Source Files to the Staging Archive on completion of scanning
4. Moves scanned Source Files to Reconciliation Output staging 
5. Provides rest of the application with details of source files scanned and the data model to the dashboard including details of the expected schedule each source file will be delivered on, the window that the next file can be expected in and if a specific file is deemed to be late
6. Raises exceptions using the exceptions component (relationship not shown for clarity)




Reconciliation 
	Description
	Java Component providing the main reconciliation functionality

	Responsibilities
	1. Scheduled to read the Sentinel Input File from Input Staging on a regular basis
2. Persists the Input file details to the database
3. Moves processed Input files to the Reconciliation Archive
4. Reconciles Source File Details with Input File Details
5. Calls AML Scanner Service to query and update Source Files scanned status
6. Raises exceptions using the exceptions component (relationship not shown for clarity)




SMTP Service
	Description
	· testmail.smtp.zurich.com (Test)
· smtp.zurich.com (PROD)
Zurich Email Service

	Responsibilities
	Sending of email via SMTP


Exception 
	Description
	Java component providing exception API for other services and dashboard application

	Responsibilities
	Provides API to record new exceptions
Scheduled to sends emails to the configured mail groups where exceptions have not been closed within the configured time. (24 hours for requirements version 1.0)


Reconciliation Schema
	Description
	Database schema providing persistence for the AML Reconciliation Service. A separate schema within the AML Reconciliation database will be used to encourage microservice architecture best practice of not coupling separate services via the database.

	Responsibilities
	· Persistence for read Input File data
· Persistence for Reconciliation results
· Stores metadata about types of Source Files the solution will process. E.g. header and trailer information to exclude headers and trailers from record counts
· Stores the schedule that each source file is expected to be delivered on, allowing the reconciliation service to indicate source files with screening that is overdue
· Stores the state of each file scanned or reconciled by the system


AML Dashboard
	Description
	Web user interface for AML Reconciliation

	Responsibilities
	User interface for authenticating user
Display of reconciliation results
Display of reconciliation exceptions
Export of reconciliation results to CSV




[bookmark: _Toc51770903]Application: Dynamic Component Model
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Figure 7: Application Dynamic Model


REST
A REST based approach to services is built around resources, the service knows about resources, how to return them and how to accept updates. This differs from the more traditional RPC (Remote Procedure Call) style of services often seen in SOAP based approaches. For example, an RPC approach may use a procedure call updateCustomer(theCustomer) to update a customer object. In contrast. the REST approach uses HTTP verbs to define the operation. For example, to update the customer the service endpoint called would identify the customer to update, e.g. /customers/123, and an HTTP PUT would be issued to the server with the body of the request containing the new values to persist. This changes the state of the customer resource.

General Service URI design follows the pattern in the table below:

	
	HTTP Verb

	Resource
	GET
(read)
	POST
(insert)
	PUT
(update)
	DELETE
(delete)

	/sourcefiles
	Get List
	Create Source File
	Update List of Source Files
	ERROR

	/sourcefiles/123
	Get Source File
	ERROR
	Update Source File
	Delete Source File



Return from the service call will be as follows. There are two parts. All responses return a HTTP Status code (see below) and some also return the data requested.
	
	HTTP Verb

	Resource
	GET
(read)
	POST
(insert)
	PUT
(update)
	DELETE
(delete)

	/sourcefiles
	List of source files
	New Source File
	HTTP Status Code Only
	HTTP Status Error Code Only

	/sourcefiles/123
	Single Source File
	HTTP Status Error Code Only
	Updated Source File
	HTTP Status Code Only



HTTP Status Codes will be returned as

	Code
	Description
	Meaning

	200
	OK
	It worked

	201
	Created
	A new source file was created.

	304
	Not Modified
	The item wasn’t updated. E.g. /sourcefiles/1 was updated, but none of the values changed

	400
	Bad Request
	The request was incorrect. E.g. bad field name

	404
	Not found
	Resource was not found. E.g. /sourcefiles/89 where source file with ID of 89 does not exist

	401
	Unauthorised
	The call is not authenticated. E.g. missing JWT

	403
	Forbidden
	The call is not allowed authenticated. E.g. statue of exception is trying to be updated for a user in the wrong business unit

	500
	Internal Error
	There was a technical application problem



Source Service
State Transition
[image: ]
Figure 8: Source Files State Transition

The diagram above shows the state transitions for the source file resources handled by the system.

· On Entry, a new source file resource is created and transitions to a state of OUTSTANDING
· The reconciliation service will retrieve the source file with status of OUTSTANDING and compare to the input file values
· The reconciliation service will update the source file resource with state PASSED if record and hash count match
· The reconciliation service will update the source file resource with state FAILED if record and hash count do not match

[bookmark: _Toc51770904]Operating Software
The matrix below details software used for implementing the solution. Unless otherwise noted all components are Zurich N version with respect to the ITS Software Roadmap [2], and/or already deployed in the estate and are here reused.
Open source components used in the solution will be supported under the application support agreement (e.g. Spring Boot, Quartz Scheduler)
	Type
	Vendor/ Support
	Product
	Licence

	Data Storage
	Microsoft
	SQL Server
	Proprietary

	File Storage
	NetApp
	Zurich NetApp Network Attached Storage
	Proprietary

	Application Runtime
	Azul
	Azul Zulu OpenJDK 11
	Zulu Enterprise 

	Inversion of Control Container
	VMWare/FOSS
	Spring Boot 2.2
	Apache 2.0

	Application framework
	Open Source/ VMWare
	Spring Boot 2.2`
	Apache 2.0

	Scheduling
	Terracotta, Inc
	Quartz Scheduler
	Apache 2.0





[bookmark: _Ref49172118][bookmark: _Toc51770905]Deployment Architecture
Deployment will be to standard EPC infrastructure. The SLA requirements do not dictate load balancing at the web tier or SQL clustering for storage.
[image: ]
Figure 9: Deployment Architecture
Deployment is to a traditional small VM. Database is provisioned using the standard SQL Server operating model. 
For more detailed on the platform architecture that this solution is using see the LTM [3].

[bookmark: _Ref49170017][bookmark: _Toc51770906]Security
The solution’s architecture must follow the relevant the security standards of Group IT Risk Orange Book and Blue Book.
[bookmark: _Toc51770907][bookmark: _Toc12960840]User Authentication
There is no requirement for single sign-on or to authenticate external users, hence Okta authentication is not selected.
Authentication of users and service accounts will be against Zurich GITDIR Active Directories – zurich.uat for test and zurich.com for production.
The application will implement a REST service for authentication that returns a JWT token containing the user’s Active Directory groups as claims and which is validated on subsequent calls to business services. The claims in the JWT will used to authenticate service operations, for example export.

[image: ]
Figure 10: Authentication Flow
Flow is as follows. All communication uses HTTPS transport:
1. Browser makes a request for authentication, passing username and password in the body of the request
2. Authentication service calls Zurich LDAPS 
3. LDAPS returns authenticated principal and GAD groups
4. Authentication service creates JWT token and signs with Hash-Based Message Authentication Code (HMAC) (e.g. HS526). This provides a way to securely sign the JWT token with a secret that is shared only within the back end.
5. JWT is returned to the browser
6. Browser issues subsequent call for a business service
7. Business service validates the JWT using the same shared secret as the token was created with. 
8. Business authorises the call based on claims in the JWT
9.  – 13. Results of the business call returned up the call stack to the browser

[bookmark: _Toc51770908]Confidentiality
The requirements document defines items that imply the need for role-based authorisations when handling the data in the system and this is summarised here.
All users will be able to view the reconciliation status of all files, given there is no personally identifying information being surfaced in the dashboard. Users will be able to update the mitigations and export data on the following basis:
Users are split into several teams:
· Financial Crime Team
· Financial Crime Ops & Governance
· Sentinel Business Desk
· P&C Claims
Each team has a set of files under their jurisdiction, with multiple files being under multiple teams. (For the first three teams above, this happens to be the same set of files).
Some or all members of each team will be able to update mitigations and export data. See section 8.6 for details.
Active directory groups will be created to manage these authorisations and enable onboarding of new users with only a Service Now request. Once group will be created for each team, plus an additional group that will authorise export of data or update of mitigations.

Groups will be created under 
OU=Groups,OU=UK,OU=EMEA,DC=zurich,DC=com
for production and
OU=Groups,OU=UK,OU=EMEA,DC=zurich,DC=uat
For test.

The database will hold the (many to many) relationship between teams and Source Files and bed described in the detailed design.
[bookmark: _Toc12960841][bookmark: _Toc51770909]Data Classification
Two main data entities are handled by AML reconciliation:
· Source Files, containing lists of customers 
· Input Files, containing technical details of which source files have been screened by sentinel
Both are classified “Confidential”. See 8.2 for full data classification parameters
[bookmark: _Toc12960842][bookmark: _Toc51770910]Data Retention
Records will be deleted on an oldest first basis, but the retention period is three years from the date the data was written to the database, including any GDPR constraints. Files reserved to the staging archive will be retained for 45 days as contingency to be used if database recovery & roll-forward is needed.
[bookmark: _Toc12960843][bookmark: _Ref49871435][bookmark: _Toc51770911]Data Access
Data access will comply to Zurich blue book standards with ASP teams having no direct access to production data. All user data access will be controlled as described above.
Staging areas will be secured on an as-needs basis:
· Manual drop staging areas will be secured per business unit
· Oak Underwriting will have a separate staging area
· Other staging areas such as the main input staging area and DMZ will be only accessible to the application
[bookmark: _Toc12960845][bookmark: _Toc51770912]Availability
Architecture Specification Document	AML Reconciliation
Requirement 5.5 expresses that the solution should be made available for as much as possible. Subsequent refinement of this requirement has clarified that the application should be classified as “Mission Sensitive”. See 2.2.8 for requirement details.   
INTERNAL USE ONLY	March 2020	21
[bookmark: _Toc51770913]Architecture Decision Log
	#
	Item
	Area
	Issue or Problem
	Decision Detail
	Justification
	Implications
	Alternatives
	Reference 

	1
	Architecture approach
	Development
	Approach
	Services
	Decouple front and back-end
Each service can be worked on independently
	
	Monolith
	[8]

	2
	Deployment approach
	DevOps
	Approach
	EPC Deployment
	DXC container platform not authorised
Barcelona container platform would need significant architecture overhead to meet requirements in excess of this small application
	
	Container platform
	[8]

	3
	Application Runtime
	Development
	Product selection
	Java Runtime
	Zurich standard
	
	.NET Core
	[2]

	4
	Application Framework
	Development
	Product selection
	Spring Boot
	Well supported and widely available and standard application framework providing dependency injection, MVC, data access and batch capability.
Zurich standard
	
	
	[2], [8]

	5
	Application Framework
	Scheduling
	Clustering
	Select Quartz Scheduler
	If the application is deployed to a two-node web tier it would require cluster aware scheduler. Including Quartz rather than relying on the Spring Boot scheduler enables this scalability.
	
	TWS
	

	6
	Authentication
	Security
	Pattern
	JWT Authentication (Front end)
	Proven technology, more secure than basic authentication and allows the bundling of claims with the token
	
	Basic Authentication
Okta
	[8]

	7
	Authentication
	Security
	Pattern
	LDAP Authentication (front end service)
	Standard interface to Zurich active directory user repository
No requirement for single sign-on or external user access
	
	Okta
	[2]

	8
	Data Tier
	Data
	Product selection
	Microsoft SQL Server
	Zurich standard
	
	Oracle
	[2]

	9
	Data Tier
	Data Architecture
	Design
	Single Schema
	Solution simplified from earlier designs, now only requires single DB schema.
	
	
	[8]

	10
	Hashing Algorithm
	Security
	Algorithm Selection
	SHA256 selected
	· More secure than older algorithms
· Minimal additional overhead
	
	MD5, SHA1
	



[bookmark: _Toc37780623][bookmark: _Toc37780662][bookmark: _Toc37860386][bookmark: _Toc51770914][bookmark: _Ref31097045][bookmark: _Ref9240418]Architecture Assumptions

10. All ALMSU users are under the same subtree in Zurich active directory. E.g. 
OU=Users,OU=UK,OU=EMEA,DC=zurich,DC=com
For production.
[bookmark: _Toc51770915]Appendices
[bookmark: _Toc51770916]Degree of Change
[image: ]
Degree of change measures from ASD guidelines [Ref 1].


[bookmark: _Toc51770917][bookmark: _Ref48133489][bookmark: _Ref46569567]Requirements Traceability

[bookmark: _Toc51770918]Zurich Data Classification
	Data Type 
	Description
	Examples

	Highly Confidential 
	Intended solely for restricted use within Zurich and is limited to those explicitly identified in advance as requiring access to the data.  
	Medical information about policyholders
Sensitive personal information (data on racial or ethnic origin, political, religious, health, private sphere or sex life etc.) 

	Confidential 
	Data is intended solely for use within Zurich and is limited to those with "business need—to-know" 
	System configurations
proprietary software
personnel records
customer databases
credit card/ bank account details
crisis management call-tree
personal data 
non-material legal/regulatory negotiations 

	Internal Use 
	Limited to Zurich employees and non-Zurich personnel covered by a non-disclosure agreement 
 
 
	Telephone directory
routine administrative office 
information
policies and procedures
system requirements 

	Public 
	PUBLIC data can be disclosed to anyone. 
	Interviews with news media
issued press releases 
Internets (unless otherwise marked) 





[bookmark: _Zurich_Criticality_Tiers][bookmark: _Ref48139748][bookmark: _Toc51770919]Zurich Criticality Tiers
	Criticality Tier 
	Typical Workload 
	Typical Characteristics of Tier

	Corporate Critical 
	Production environment for critical applications 
	Critical production workloads that require local high availability plus highest tier of DR.
Clustered &/or Load Balanced architecture for HA.
Identical DR environment which also serves the need of Load, Performance, Stress Test. Note - in Europe, this environment will also support the UAT environment for the application.
24/24 (RPO/RTO) DR.
Integrated end to end monitoring.

	Mission Sensitive 
	Production environment for sensitive applications 
	Sensitive production workloads that don’t require local HA architecture, but do require integrated DR.
24/72 (RPO/RTO) DR using similar (not necessarily identical) infrastructure. 
Note - in Europe, non-production server environments will typically be used as the recovery target for DR. In North America, dedicated DR servers will be used.

	Business Tolerant 
	Production environnement for tolerant applications, plus non-production environnements
	Tolerant production and non-production workloads that don’t required local HA architecture, or integrated DR (just a 48hr RPO off site data copy).


 
[bookmark: _Toc51770920]Source Systems
The following systems produce Source files for Sentinel:

AIA
BRIAN
CHS
CLPS Elixir
COGEN
CPAS
CUTAS Sterling
DEATH CLAIMS
EPP
Elixir
FAME
GENZ
GENZ 
I90 ZPC
IMACS
IPAS (ST, ES, AD, ZA)
IPAS PPS
LPP
MCDB
Nordic Travel
OSCAR
Phase3
Pulsar
RSP
SAP HR
SIML (ST)
Travel Halo
UKGI
Ultima
Velocity
ZAC
ZAL
ZCR (GRAS)
ZHorizon


[bookmark: _Ref50995416][bookmark: _Toc51770921]Update and Export Restrictions
	Team
	Name
	GITDIR ID
	Export/
Update
	Files/Data That Users Can Update

	Financial Crime Team
	Andrew Roberts
	ANDREW.ROBERTS2
	 
	Financial Crime Team; Financial Crime Ops & Governance Team; and Sentinel Business Desk with update permissions, can only update the dashboard for the following files:

CDF_GBR_CCADB_Life_Customer.txt
CDF_GBR_CCADB_Life_Customer_PEP.txt
CDF_GBR_CCADB_Life_Agent.txt
CDF_GBR_CCADB_HR.TXT
CDF_GBR_ZRS_FNZ.TXT
CDF_GBR_ZRS_FNZ_PEP.TXT
CDF_GBR_DEATH_CLAIMS.TXT
CDF_GBR_DEATH_CLAIMS_PEP.TXT
CDF_GBR_EPP_ESITRAN_CLAIMS.TXT
CDF_GBR_EPP_ESITRAN_CLAIMS_PEP.TXT
CDF_GBR_SIML_CLAIMS.TXT
CDF_GBR_SIML_CLAIMS_PEP.TXT
CDF_GBR_ZAL_CLAIMS.TXT
CDF_GBR_ZAL_CLAIMS_PEP.TXT
CDF_GBR_IPAS_PPS.TXT
CDF_GBR_NORDIC_PLTRAVEL.TXT
CDF_GBR_CCADB_GI.TXT
CDF_GBR_CPAS_Customer.csv
CDF_GBR_CPAS_Customer_PEP.csv
CDF_GBR_666.TXT
CDF_GBR_SSG_SENTINEL.TXT
CDF_GBR_SSG_SENTINEL_PEP.TXT
CDF_GBR_OAK.CSV
CDF_GBR_ZHorizon_UK_Sanctions_All.txt
CDF_GBR_ZHorizon_UK_Sanctions_Cedants.txt
CDF_GBR_ZHorizon_UK_Sanctions_DnB.txt
CDF_GBR_UKGICust_ZPCVlctyExtract.txt
CDF_GBR_EXAMPLE_AGENCY_SENTINEL.TXT
CDF_GBR_CUTAS.TXT
CDF_GBR_CUTAS_PEP.TXT
CDF_GBR_EXAMPLE_SENTINEL.TXT
CDF_GBR_NORDIC_EZYTRAVEL.CSV
CDF_UK_DASCHEMES.txt

	Financial Crime Team
	Mark Sallis
	MARK.SALLIS
	X
	

	Financial Crime Team
	Mark Brown
	MARK.M.BROWN
	 
	

	Financial Crime Team
	Julia Caton
	J.CATON
	X
	

	Financial Crime Team
	Richard Plumbridge
	RICHARD.PLUMBRIDGE
	X
	

	Financial Crime Team
	Carolyn Morse
	CAROLYN.MORSE
	 
	

	Financial Crime Ops & Governance
	Stephen Matthews
	STEVE.MATTHEWS
	 
	

	Financial Crime Ops & Governance
	Rebecca McGeoch
	REBECCA.MCGEOCH
	X
	

	Financial Crime Ops & Governance
	Suzanne Marshall
	SUZANNE.MARSHALL
	X
	

	Financial Crime Ops & Governance
	Samantha Lucas
	SAMANTHA.LUCAS
	 
	

	Financial Crime Ops & Governance
	Claire Gourley
	CLAIRE.GOURLEY
	X
	

	Sentinel Business Desk
	Mark Denham
	MARK.DENHAM
	X
	

	Sentinel Business Desk
	Amy Townsend
	AMY.TOWNSEND
	X
	

	Sentinel Business Desk
	Robert Craft
	ROBERT.1.CRAFT
	X
	

	Sentinel Business Desk
	Jasdip Kaur 
	JASDIP.KAUR
	 
	

	Sentinel Business Desk 
	Jamie Gibbons
	JAMIE.GIBBONS1
	
	

	P&C Claims
	Kirsty Wilson
	KIRSTY.WILSON
	X
	All of the P&C Claims Team have update permissions but can only update the dashboard for the following files:

CDF_GBR_UKGIClaims_GENZCLAIMextract.txt
CDF_GBR_UKGIClaims_COGENextract.txt
CDF_GBR_UKGIClaims_ZPCi90extract.txt
CDF_GBR_UKGIClaims_ULTIMAextract.txt
CDF_GBR_UKGIClaims_IMACSextract.txt
CDF_GBR_UKGIClaims_FAMEextract.txt
CDF_GBR_UKGIClaims_CHSextract.txt
CDF_GBR_UKGIClaims_ZEUS.TXT
CDF_GBR_UKGIClaims_ZPCVlctyExtract.txt

	P&C Claims
	Natasha Hughes
	NATASHA.HUGHES
	X
	

	P&C Claims
	Angie Dugan
	ANGIE.DUGAN
	X
	

	P&C Claims
	Kevin Vincent
	KEVIN.VINCENT
	X
	

	P&C Claims
	Kim Pickett
	KIM.PICKETT
	X
	

	P&C Claims
	Sharon Rodgers
	SHARON.RODGERS
	X
	

	P&C Claims
	Paul Richards
	PAUL.RICHARDS
	X
	



[bookmark: _Toc51770922]Glossary

	Term
	Definition

	AML
	Anti Money Laundering

	ASD
	Architecture Specification Document

	DDD
	Detailed Design Document

	WINS
	Working INStructions for helpdesk

	ORR
	Operational Readiness Review

	AMLSU
	Anti-Money Laundering and Sanctions Unit

	DMZ
	De-Militarised Zone. File transfer point open to public internet

	HMAC
	Hash-Based Message Authentication Code
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Russell, Brian


From: Anthony Sillick (Contractor) <a.sillick@uk.zurich.com>
Sent: 22 September 2020 19:31
To: Russell, Brian; Bryan Tonkin; John Iles
Subject: RE: [Request Signoff] AML Reconciliation ASD


Categories: Sentinel


Thanks Brian, 
 
Happy to approve v0.6 to baseline at 1.0. 
 
Regards, 
 
Anthony 
 
 
 


 


Anthony Sillick 
Project Manager  


UK Operations and IT  
Tri Centre 1 
New Bridge Square 
Swindon 
UK 
 
+44 7515 507 134 (mobile) 
a.sillick@uk.zurich.com 
https://clicktime.symantec.com/3DYvJSr4mqDYX2guD78ESW77Vc?u=www.zurich.com 
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From: Russell, Brian <brussell4@dxc.com>  
Sent: 22 September 2020 17:11 
To: Bryan Tonkin <bryan.tonkin@uk.zurich.com>; Anthony Sillick (Contractor) <a.sillick@uk.zurich.com>; John Iles 
<john.iles@uk.zurich.com> 
Subject: [EXTERNAL] [Request Signoff] AML Reconciliation ASD 
 
Hi all 
 
May thanks for all the feedback, it’s been a great help! 
 
Everything noted is incorporated in this 0.6 document, so if you are happy to sign off could you please respond in the 
affirmative, and I’ll renumber to baseline 1.0. 
 
 
Brian Russell 
Solution Architect, Customer Solution and Program Delivery 
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Russell, Brian


From: Bryan Tonkin <bryan.tonkin@uk.zurich.com>
Sent: 22 September 2020 17:31
To: Russell, Brian; Anthony Sillick (Contractor); John Iles
Subject: RE: [Request Signoff] AML Reconciliation ASD


Hi Brian, 
 
Thanks, I’m happy to sign off this version and baseline at version 1.0. 
 
Kind Regards, 
 
Bryan 
_______________________________________________________________________________ 
 


 


Bryan Tonkin 
Solution Architect 
UK Operations 
 
Tri Centre 1 - 4N, New Bridge Square, Swindon, Wiltshire, SN1 1HN 
Phone: +44 (0)1793 505181 (Internal: 7902 5181) 
Email: bryan.tonkin@uk.zurich.com  
 
Advance Holiday Notification: 26th – 30th October 


_______________________________________________________________________________ 
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From: Russell, Brian <brussell4@dxc.com>  
Sent: 22 September 2020 17:11 
To: Bryan Tonkin <bryan.tonkin@uk.zurich.com>; Anthony Sillick (Contractor) <a.sillick@uk.zurich.com>; John Iles 
<john.iles@uk.zurich.com> 
Subject: [EXTERNAL] [Request Signoff] AML Reconciliation ASD 
 
Hi all 
 
May thanks for all the feedback, it’s been a great help! 
 
Everything noted is incorporated in this 0.6 document, so if you are happy to sign off could you please respond in the 
affirmative, and I’ll renumber to baseline 1.0. 
 
 
Brian Russell 
Solution Architect, Customer Solution and Program Delivery 
 
T +44 1793 50 40 84 
M +44 7771 94 60 70 
 
DXC Technology 
Zurich Insurance, Tricentre One Ground 
New Bridge Square, Swindon, SN1 1HN 
 
dxc.technology / Twitter / LinkedIn 
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Russell, Brian


From: John Iles <john.iles@uk.zurich.com>
Sent: 23 September 2020 15:28
To: Russell, Brian; Bryan Tonkin; Anthony Sillick (Contractor)
Subject: RE: [Request Signoff] AML Reconciliation ASD


Hi Brian, 
 
Apologies for the delay, no real feedback only P.3 I’m not the BISO, I’d just put Information Security Consultant in. 
 
Key interest was the hosting environment and standard EPC is fine. 
 
Kind regards 
 
John 
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From: Russell, Brian <brussell4@dxc.com>  
Sent: 22 September 2020 17:11 
To: Bryan Tonkin <bryan.tonkin@uk.zurich.com>; Anthony Sillick (Contractor) <a.sillick@uk.zurich.com>; John Iles 
<john.iles@uk.zurich.com> 
Subject: [EXTERNAL] [Request Signoff] AML Reconciliation ASD 
 
Hi all 
 
May thanks for all the feedback, it’s been a great help! 
 
Everything noted is incorporated in this 0.6 document, so if you are happy to sign off could you please respond in the 
affirmative, and I’ll renumber to baseline 1.0. 
 
 
Brian Russell 
Solution Architect, Customer Solution and Program Delivery 
 
T +44 1793 50 40 84 
M +44 7771 94 60 70 
 
DXC Technology 
Zurich Insurance, Tricentre One Ground 
New Bridge Square, Swindon, SN1 1HN 
 
dxc.technology / Twitter / LinkedIn 
 
Leave: 
Sept 16-18, 19 (pm) 
Dec 24, 29-31 
 
 
CSC Computer Sciences Limited - Registered Office: Royal Pavilion, Wellesley Road, Aldershot, Hampshire, GU11 1PZ, UK 
- Registered in England No: 0963578.  
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		Business Process		4		4 - Major Impact		Revised Activities (Process Improvement)

		Data / Information		4		4 - Major Impact		New Entities

		Application		4		4 - Major Impact		New Application
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