CSC – ZURICH – Project ASP III

CONFIDENTIAL


WORK ORDER

Between

	[Zurich Entity]
	[Zurich Entity Address]

	and

	[Supplier Entity]
	[Supplier Entity Address]


1 General Provisions
a) Parties to this Work Order are ZURICH (or ZURICH Affiliate) and SUPPLIER (or SUPPLIER Affiliate). This Work Order becomes effective upon due signature by the Parties.

b) This Work Order incorporates, by reference, all terms and conditions of the Master Services Agreement between ZURICH Insurance Company Ltd and Computer Sciences Corporation and the applicable Local Service Agreement as set out in Section 2.1 – ASP Local Services Agreement below, including any applicable Exhibits thereto and as amended from time to time by the respective MSA and LSA Parties. The Parties agree to be bound by and comply with such terms and conditions of the MSA and the applicable LSA.

c) Except as otherwise expressly set forth in this Work Order, the defined terms used in this Work Order shall have the same meanings as the defined terms in the MSA and the LSA and any Exhibits thereto.
d) For the purpose of this Work Order and unless stated otherwise herein:

i) all references to “ZURICH” in the MSA, the MSA Exhibits, the LSA or the LSA Exhibits and this Work Order shall be read as reference to and mean ZURICH or the ZURICH Affiliate agreeing to this Work Order; and

ii) all references to “SUPPLIER” in the MSA, the MSA Exhibits, the LSA or the LSA Exhibits and this Work Order shall be read as reference to and mean the SUPPLIER or the SUPPLIER Affiliate agreeing to this Work Order.
e) The provisions of the MSA and LSA shall have precedence over the provisions contained in this Work Order. The Parties acknowledge that any deviation from the provisions of the MSA and LSA in this Work Order is unintentional and shall therefore be deemed void and not applicable to this Work Order.

2 WORK ORDER Request  ZURICH TO COMPLETE


	2.1 CONTACT INFORMATION

	Field Description
	 

	ZURICH Cost Centre
	GB00C40718

	ZURICH Requestor Name
	 David Heaton

	ZURICH Requestor Phone/ E-mail/Fax
	 David Heaton <david.heaton@uk.zurich.com>; 
Anthony Sillick (Contractor) <a.sillick@uk.zurich.com>; 
Stephen Taylor (Contractor) <stephen.taylor4@uk.zurich.com>

	ZURICH Business Segment
[List of accepted values can be found in the ASP SharePoint Site here]
	UK (Life)

	ASP Local Services Agreement*
[List of accepted values can be found in the ASP SharePoint Site here]
	UK (Life)

	ZURICH Work Order  Request ID
[Sourcing Event Number – leave blank for DXC to complete]
	 


	2.2 SERVICES DEFINITION

	Field Description
	 

	Type of Work:*
Select with an X in the respective field
	Application Enhancement 
	

	
	Application Project
	X

	Work Order Type*
Select with an X in the respective field
	Time and Material
	X

	
	Fixed Price
	

	Work Request Description*
[add “Application ID”/”Application Name” at end]
	As part of the Unstructured Data programme of work, one of the things we do is to use the Varonis DatAdvantage tool which monitors the servers within the London Data Centre (LDC), to identify for each server individually, where there is “stale” data (i.e. data that has not been modified in over three years, nor accessed in the last six months).

Where stale data exists, we use the Varonis tool to move this old data to an archive on a separate server [LDCNASVF-UKLF3], also within the LDC. As part of the process for archiving the stale data, shortcuts to those old files are left behind so that users can still access a read-only version of their files in the archive, should something have been moved which they still need. These shortcuts are called “Archive Stubs”. These stubs need to remain in place until the old files are eventually deleted from the archive. 

In the meantime users can open the read-only version of their file in the archive and then if they need this back, they can open a file and save it back to a location of their choice as a new document with the same name or a new name allowing them to amend their files again as they see fit. The Information Governance Officer will determine when the archived files will be deleted and will consult with the business to ensure this is acceptable first. 

Once stale data is deleted from the archive, the shortcuts (Archive Stubs) on the source fileserver from which the data was migrated, will no longer work, and will need to be removed. Given that each stale data migration is done one server at a time, it is our expectation that the stale data will be deleted from the archive one server at a time. One of the main objectives of the solution will therefore be to delete the redundant Archive Stubs when requested.

In addition to this, the Tax area within the business have identified a performance issue which we have established is caused by the Archive Stubs that have been left behind in each folder that contained a stale data file. The issue arises when navigating/browsing to files and folders through an application. It appears that the applications are validating whether the stubs shortcut to the default file type of the application being used, to determine if it should display it or not in the list of files of that type.

Some applications offer the ability to select the file type to display and it is possible to select “All Files” in advance, to overcome the slow browsing performance, however, some applications e.g., SAP and others do not provide this option, so there is no way of overcoming the issue. 

We have discovered that if the Archive Stubs are kept in their own separate folder then this prevents applications from validating the stubs because they are no longer in the same folder and performance remains unaffected (unless of course you access the folder containing the stubs).

The purpose of keeping the stubs in a separate folder and not deleting them (which would also remove the performance issue), is so that the users can see and therefore know, which files have been archived, since the archived file name forms part of the stub’s file name.

The second main objective of the solution will therefore be to move the Archive Stubs created as part of a stale data migration, into their own separate sub-folder within each folder in the server directory structure, they exist.     

	Special Work Order Type
[e.g. Quick Start, Collective]
	

	Reason for Request
[e.g. estimate request, work request]
	Work Request

	Priority 
[e.g. high, medium, low]
	High

	Preferred Start Date*
	08/11/2021


	Preferred End Date
	 ASAP

	Project Name*
	 Unstructured Data

	Zurich Supporting Documentation Ref(s)
[e.g. Requirements Elicitation Document,  Solution Requirements Specification, Traceability Matrix]
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	Related Work Orders and/or Work Order Requests
	N/A

	Impacted Supported Technology
	Zurich Shared Network

	German Language required

[Select with an X]
	

	Italian Language required

[Yes/No]
	


	SDLC Stage Required

	Requirements Gathering and Analysis Services
	N

	Design Services
	Y

	Build Services
	Y

	Testing Services 
	Y

	User Acceptance Testing Services
	N

	Implementation Services
	Y

	Decommissioning Services
	N

	Special instructions/exclusions from SDLC stage requirements

	UAT conducted by Zurich. Please contact Stephen Taylor for any clarifications. 



	2.3 DELIVERABLES (to be completed for each Deliverable)

	Field Description
	

	Deliverable Name
	Archive Stub Deletion Solution 

	Deliverable Description
	As per requirements.

	Date of Delivery
	ASAP

	Critical
	Y

	Acceptance Criteria
	Passes UAT and successfully deployed. 

	Acceptance Procedure
	Sign off by Project


3 Work Order Proposal  DXC TO COMPLETE
	3.1 SUPPLIER SOLUTION SUMMARY

	Field Description
	

	SUPPLIER Proposal Ref(s)
	[e.g. IBR reference]

	SUPPLIER Solution Description
	

	Third Party Dependencies
	

	Delivery Plan
	

	Key Roles
	

	Description of any hardware, software, or other materials required
	

	Risk Assessment
	

	Impeding Work Order 
	[Yes/ No]

	Impeding Work Order Justification
	[Evidence that SUPPLIER was prevented from performing this Work Order offshore by any of the characteristics in Exhibit 12- Pricing and Financial Provisions Section 8(b).]


	3.2 SDLC Stages

	Field Description
	Deviations from Exhibit 1A and/or Exhibit 1B

	Requirements Gathering and Analysis Services
	[None]

	Design Services
	[None]

	Build Services
	[None]

	Testing Services 
	[None]

	User Acceptance Testing Services
	[None]

	Implementation Services
	[None]

	Decommissioning Services
	[None]


	3.3 DELIVERABLES (to be completed for each Deliverable)

	Field Description
	

	Deliverable Name
	

	Deliverable Description
	

	Date of Delivery
	

	Delivery Stages
	

	Critical
	Y/N

	Acceptance Criteria
	

	Acceptance Procedure
	

	Test Strategy
	

	Number of Test Cycles
	

	Use Cases
	


	3.4 COST SUMMARY

	Field Description
	 

	SUPPLIER Approved Work Order Estimate ID
	[SUPPLIER Estimate ID]

	Work Order Type
	[Time and Material or Fixed Price]

	Type of Estimate
	[i.e. single phase, two phase]

	Payment Schedule
	[For Fixed Price Work Orders]

	Total Labour Costs
	[Sum of roles or Fixed Price]

	Travel Costs
	[Only at the specific request of ZURICH]

	Other Costs
	[If applicable]


	3.5 COST BREAKDOWN – per role (for Time and Material Work Orders)

	Field Description
	 

	Resource Role Type
	Full Time

	Resource Rate Type
	offshore 

	Resource Role Rate
	[rate applied –professional day]

	Resource Days
	[by calendar month]

	Resource Cost
	[by calendar month]


	3.6 DELIVERY HOURS – (for Fixed Price Work Orders)

	Field Description
	 

	Hours Specified for Delivery
	480


	3.7 IMPACT OF WORK

	Field Description
	 

	Function Points Impacted
	 

	Impact on Services and/or Supported Technology
	[i.e. impact on DR / BC provision, Service Level performance etc.]

	Impact on Existing Work Orders and/or Work Order Requests
	


4 WORK ORDER ATTACHMENTS

The following documents are attached to and shall form an integrated part of this Work Order:

Attachment 1:

See attachement in 2.2 [Requirements Document]
Attachment 2:

N/A [e.g. Requirements Traceability Matrix]
Attachment 3:

N/A [e.g. Project Schedule]
Attachment 4:

N/A [e.g. Acceptance Criteria]
[…]

5 WORK ORDER AUTHORISATION – SIGNATURES NOT REQUIRED AS A COUPA PO WILL BE ISSUED
* Mandatory Field
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[bookmark: _Toc87256486]Introduction

[bookmark: _Toc87256487]Objectives

The objective of this document is to outline the requirements for DXC to create a solution which can achieve two objectives, either one of which could be requested when the need arises:



(1) To delete the archive stubs left behind by a stale data migration at any or all levels of a server’s directory structure; and

(2) To separate the archive stubs left behind by a stale data migration into their own sub-folder at any or all levels of a server’s directory structure where they exist.

[bookmark: _Toc87256488]Context

As part of the Unstructured Data programme of work, one of the things we do is to use the Varonis DatAdvantage tool which monitors the servers within the London Data Centre (LDC), to identify for each server individually, where there is “stale” data (i.e. data that has not been modified in over three years, nor accessed in the last six months).



Where stale data exists, we use the Varonis tool to move this old data to an archive on a separate server [LDCNASVF-UKLF3], also within the LDC. As part of the process for archiving the stale data, shortcuts to those old files are left behind so that users can still access a read-only version of their files in the archive, should something have been moved which they still need. These shortcuts are called “Archive Stubs”. These stubs need to remain in place until the old files are eventually deleted from the archive. 



In the meantime users can open the read-only version of their file in the archive and then if they need this back, they can open a file and save it back to a location of their choice as a new document with the same name or a new name allowing them to amend their files again as they see fit. The Information Governance Officer will determine when the archived files will be deleted and will consult with the business to ensure this is acceptable first. 



Once stale data is deleted from the archive, the shortcuts (Archive Stubs) on the source fileserver from which the data was migrated, will no longer work, and will need to be removed. Given that each stale data migration is done one server at a time, it is our expectation that the stale data will be deleted from the archive one server at a time. One of the main objectives of the solution will therefore be to delete the redundant Archive Stubs when requested.



In addition to this, the Tax area within the business have identified a performance issue which we have established is caused by the Archive Stubs that have been left behind in each folder that contained a stale data file. The issue arises when navigating/browsing to files and folders through an application. It appears that the applications are validating whether the stubs shortcut to the default file type of the application being used, to determine if it should display it or not in the list of files of that type.

 

Some applications offer the ability to select the file type to display and it is possible to select “All Files” in advance, to overcome the slow browsing performance, however, some applications e.g., SAP and others do not provide this option, so there is no way of overcoming the issue. 

We have discovered that if the Archive Stubs are kept in their own separate folder then this prevents applications from validating the stubs because they are no longer in the same folder and performance remains unaffected (unless of course you access the folder containing the stubs).

 

The purpose of keeping the stubs in a separate folder and not deleting them (which would also remove the performance issue), is so that the users can see and therefore know, which files have been archived, since the archived file name forms part of the stub’s file name.

The second main objective of the solution will therefore be to move the Archive Stubs created as part of a stale data migration, into their own separate sub-folder within each folder in the server directory structure, they exist.     



[bookmark: _Toc87256489]Scope

[bookmark: _Toc87256490]In scope

The solution we require for moving Archive Stub files into separate sub-folders and deleting redundant Archive Stubs, could be applied to any server within the London Data Centre (LDC) which is monitored by the Varonis DatAdvantage tool. This is because we can only perform stale data migrations on those servers that are monitored by this tool. The current scope of servers monitored by DatAdvantage is as follows:



[image: ] 

 

· In addition to the list of servers currently monitored by the Varonis DatAdvantage tool (shown above), the solution should also be usable on any additional servers that are added to DatAdvantage in the future.



· Currently, the only servers that have been through a stale data migration are listed below, so these are the only servers that currently have Archive Stubs on them, however, we are currently migrating a server per month, so this list is steadily increasing:



· LDCNASVF-UKLF3

· LDCNASVF-UKLF10

· LDCNASVF-UKGI8

· LDCNASVF-UKLF6

· LDCNASVF-UKGI12

· LDCNASVF-UKLF8



[bookmark: _Toc87256491]Out of scope

· SharePoint – https://collaboration.zurich.com



[bookmark: _Toc525826449][bookmark: _Toc87256492][bookmark: _Toc239126692]Assumptions

		ID

		Description



		1

		If the solution is business-user operated rather than via the helpdesk, then full operating instructions will be provided. If via helpdesk, then process and timescales/SLA shall be clearly defined. 



		2

		Even if the solution is business-user operated, the solution will be maintained in the event of any functional issues, by DXC. (Need to know who we would contact/process for resolving).







[bookmark: _Toc87256493][bookmark: _Toc525826455]Risks

		ID

		Description

		Status



		1

		Risk that if files are mid-way through being processed and the solution breaks down/errors, that those files may be in a state that is not recognised by the solution, when it is re-run, so may not be identified for deletion or separation.

		Open










1. [bookmark: _Toc87256494]Requirements



		ID

		Status

		Name/ Description

		Last 

Updated

		Priority

(MoSCoW)



		BR01.0

		Appvd

		A solution is required that can delete redundant Archive Stubs and Stale Data Readme files from a server that has been through a stale data migration using the Varonis DatAdvantage tool.

		19/10/21

		M



		BR01.1

		Appvd

		The solution must be able to find and delete all files with a file name starting “ARCHIVE STUB” and a .url file extension. (Note: there may or may not be a space between “ARCHIVE STUB” and the file name). 

		28/10/21

		M



		BR01.2

		Appvd

		The solution must also be able to find and delete all files with a file name starting “STALE DATA – PLEASE READ” and a .txt file extension. 

		02/11/21

		M



		BR01.3

		Appvd

		It must be possible for the user to select the folder level/directory depth in the server directory structure at which to search for and delete the Archive Stubs, which could be from the highest to the lowest directory depth. 

		19/10/21

		M



		BR01.4

		Appvd

		Once the folder level/directory depth in the server directory structure has been selected, the solution should search for and delete the Archive Stub files in the folder selected and all sub-folders down to the lowest directory depth. 

		19/10/21

		M



		BR01.5

		Appvd

		Once the folder level/directory depth in the server directory structure has been selected, the solution should search for and delete the STALE DATA – PLEASE READ readme files in the folder selected and all sub-folders down to the lowest directory depth. 

		02/11/21

		M



		BR01.6

		Appvd

		The solution must also delete any folders called “ARCHIVED FILE STUBS” (if the Archive Stubs were moved into their own separate folder first), both in the folder selected, and all sub-folders down to the lowest directory depth. 

		28/10/21

		M



		BR01.7

		Appvd

		The solution should provide confirmation of the number of Archive Stubs deleted.

		28/10/21

		S



		BR01.8

		Appvd

		The solution should provide confirmation of the number of STALE DATA – PLEASE READ readme files deleted (where applicable).

		02/11/21

		S



		BR01.9

		Appvd

		The solution should provide confirmation of the number of ARCHIVED FILE STUBS folders deleted (where applicable).

		28/10/21

		S



		NFR01.0

		Appvd

		The solution must be able to complete the search and delete activities within a short timeframe (e.g. minutes to no more than a few hours) – especially if business-user operated, since we must minimize any periods that the server is unavailable (and if unavailable during deletion), we must not degrade the performance of their machines or ability to perform their daily tasks (if they are able to continue with these during the deletion process). 

		02/11/21

		S



		BR02.0

		Appvd

		A solution is required that can move the Archive Stubs created as part of a stale data migration, into their own separate sub-folder within each folder in the server directory structure, where they exist.     



		19/10/21

		M



		BR02.1

		Appvd

		The solution must be able to find all files with a file name starting “ARCHIVE STUB” and a .url file extension. (Note: there may or may not be a space between “ARCHIVE STUB” and the file name).

		19/10/21

		M



		BR02.2

		Appvd

		At each level of the directory where Archive Stubs are found, the solution must create a new sub-folder called “ARCHIVED FILE STUBS”.

		19/10/21

		M



		BR02.3

		Appvd

		At each level of the directory where the solution has created a new sub-folder called “ARCHIVED FILE STUBS”, the solution must move all the Archive Stub files at that level, into it. 

		19/10/21

		M



		BR02.4

		Appvd

		It must be possible for the user to select the folder level/directory depth in the server directory structure, at which to search for Archive Stubs, create a new sub-folder called “ARCHIVED FILE STUBS” and move them into it, which could be at any level between the highest and lowest directory depth. 

		19/10/21

		M



		BR02.5

		Appvd

		Once the folder level/directory depth in the server directory structure has been selected, the solution should search for the Archive Stubs in the folder selected, create a new sub-folder called “ARCHIVED FILE STUBS” and move them into it, and then do the same in all that folder’s sub-folders down to the lowest directory depth. 

		19/10/21

		M



		BR02.6

		Appvd

		The solution should provide confirmation of the number of “ARCHIVED FILE STUBS” folders created.

		28/10/21

		S



		NFR02.0

		Appvd

		The solution must be able to search for the Archive Stubs, create the new sub-folders and move the Archive Stubs into them, in the select folder and all of its sub-folders down to the lowest directory depth, within a short timeframe (e.g. minutes to no more than a few hours) – especially if business-user operated, since we must minimize any periods that the server is unavailable (whilst the Archive Stubs are being moved), or must not degrade the performance of their machines or ability to perform their daily tasks (if they are able to continue with these during the stub separation process). 

		19/10/21

		S



		BR03.0

		Appvd

		It should be possible to apply the solution to any server within the LDC which is monitored now or in the future by the Varonis DatAdvantage tool. The current list of servers monitored by DatAdvantage is shown in section 1.3.1 In Scope.

		19/10/21

		M



		BR04.0

		Appvd

		A separate solution can be provided for each objective, or a single solution can be provided that can perform each objective independently.   



		19/10/21

		S



		BR05.0

		Appvd

		The solution can be delivered as either a business user-operated solution, or one supported by DXC ISP.  

		19/10/21

		S



		NFR03.0

		Appvd

		The solution is only required to be operated/used by a single user at a time. (There is no requirement for concurrent use).

		19/10/21

		M



		NFR04.0

		Appvd

		Use of the solution should be restricted to specific users with appropriate knowledge of what it does and how to operate it. 

		19/10/21

		M



		NFR05.0

		Appvd

		The solution must be re-usable.

		19/10/21

		M



		NFR06.0

		Appvd

		The solution should be available for use 24 hours a day and 7 days a week, as it could be used both during business hours, outside of normal working hours including overnight, and at the weekends.  

		19/10/21

		S



		NFR07.0

		Appvd

		Restoration of the Archive Stub Deletion/Segregation solution, in the event of an operational outage or downtime, is non-critical.

		08/11/21

		S



		NFR07.1

		Appvd

		Restoration of the Archive Stub Deletion/Segregation solution in the event of a disaster, is non-critical.

		08/11/21

		S
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RE: Requirements v0.2


			From


			Anthony Sillick (Contractor)


			To


			Stephen Taylor (Contractor)


			Recipients


			stephen.taylor4@uk.zurich.com





Hi Steve,





 





It’s only me approving. So please take this as approval of the document and move to v1.0.





 





I will get the WO raised on Monday.





 





Cheers,





 





Anthony





 





 





​​​​​­­











Anthony Sillick





Project Manager 







UK Operations and IT 





Tri Centre 1





New Bridge Square





Swindon





UK





 





+44 7515 507 134 (mobile)





a.sillick@uk.zurich.com
www.zurich.com
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From: Stephen Taylor (Contractor) <stephen.taylor4@uk.zurich.com> 
Sent: 02 November 2021 17:30
To: Anthony Sillick (Contractor) <a.sillick@uk.zurich.com>
Subject: Requirements v0.2





 





Hi Anthony,





 





I have updated the requirements in line with your comments and amended the process flow. I haven’t futureproofed it now that Steve Tyrrell has confirmed he is only concerned with the network filers and not SharePoint or O365.





 





Not sure if anyone else needs to review this, if not then do you want to send me your approval via email once reviewed and I can attach to the document and update to v1.0?





 





Thanks





Steve





 





Steve Taylor
Business Analyst

UK Operations and IT
Zurich Insurance plc, 1st Floor, 
3000a Parkway, Solent Business Park,  
Fareham, Hants, UK.  PO15 7JZ 

Mobile: 07508 956928
Email: stephen.taylor4@uk.zurich.com





 





 





INTERNAL USE ONLY








image001.png


2

ZURICH










image3.png

%,_:s-:-r__“m

Probe

Version

IP Address

[ Idenasyi-ukif1.emea zurich.corp.
[ Idenasyi-ukif10.emea zurich.corp
[ denzsi-ukoi12 emea zurich corp
[ denasyi-ukgié emea 2urich corp
[ Idenasvi-ukif14 emea zurich.corp.
] Idenasvi-ukifs emea zurich.corp.
] Idenasi-ukifé.emea zurich corp.
[ Idenasvi-ukif2 emea zurich.corp.
[ Idenasi-ukif4 emea zurich.corp.
] Idenasvi-ukif12 emes zurich.corp.
[ Idenasvi-ukif16 emes zurich.corp.
Idenasyi-uKif1g emea 2urich corp.
Idenasyi-ukgi10.emea zurich corp.
[ Idenasyi-ukgi2 emea 2urich corp.
[ 1dcnasi-ukgi6 emea 2urich corp
[ 1denasvi-ukgi8 emea zurich.corp.
[ 1denasvi-ukif3.emea zurich.corp
O https Jicollaboration zurich.com
O wsphilukswin

O Idcnasviod-ldc.emea.zurich.corp.
[ wspfilukswin04 emea zurich.corp.
[ Idenasyi-ukgi14.emea zurich.corp.
O vs-ide-ukgi18-cifs.emea.zurich.corp.
[ vs_lde_ukgi19_cifs.zurich.com

‘CEAWDOSTOT.1282
CEAWDOSTO07.1282
CEAWDOST07.1282
CEAWDOST07.1282
CEAWDOST07.1282
CEADOST07.1282
CEAWDOBTO7.1282
CEAWDOBTO7.1282
CEAWDOBTO7.1282
CEAVWDOBTO7.1282
CEAWDOBTO7.1282
CEAWDOBTOT.1282
CEAWDOBTO7.1282
CEAVDOSTO7. 1282
‘CEAWDOBTOT. 1282
‘CEAWDOBTOT. 1282

Ceavpoero 282 |
Ceavpoeno 282 |

‘CEAWDOSTOT. 1282
‘CEAWDOSTO7.1282
‘CEAWDOSTO7.1282
‘CEAWDOSTO7.1282

ceavposno7 1282 |

CEAWDO8T07.1282

niap_cm
niap_em
niap_em
niap_em
niap_cm
niap_cm
niap_cm
niap_cm
niap_cm
niap_cm
niap_cm
niap_cm
niap_cm
niap_cm
niap_em
niap_em
niap_em
sharepoint

niap_cm
niap_cm

niap_cm
ntap_em

104137207
104137213
104137229
104137226
104137215
104137212
104137211
104137208
104137210
104137214
104137216
104137217
104137228
104137226
104137226
104137227
104137208
10414576

104137217
104137250
101603122
10413722
10411847

10411956






image5.emf

User decides what 


to do with Archive 


Stubs


START


Deletion or 


separation?


DELETION


Have all required 


Archive Stubs, 


Readme files and 


Archived File Stubs 


folders been deleted?


Select server and 


level of directory 


structure to apply 


separation to


SEPARATION


NO


Locate & delete Archive 


Stubs at selected level of 


directory structure and all 


sub-levels down to lowest 


depth


Locate Archive Stubs, create new 


sub-folder called “ARCHIVED FILE 


STUBS” and move the stubs into 


it, at selected level of directory 


structure and all sub-levels down 


to lowest depth


Select server and 


level of directory 


structure to apply 


deletion to


YES


END


Locate & delete folders 


named “ARCHIVED FILE 


STUBS” at selected level of 


directory structure and all 


sub-levels down to lowest 


depth


Locate & delete Stale Data – 


Please Read (Readme) files 


at selected level of directory 


structure and all sub-levels 


down to lowest depth


Report number of Archive 


Stubs; Readme files and 


Archived File Stubs 


folders deleted 


Report number of 


Archived File Stubs 


folders created 




oleObject2.bin

�


�


�


User decides what to do with Archive Stubs



START



Deletion or separation?



DELETION



Have all required Archive Stubs, Readme files and Archived File Stubs folders been deleted?



Select server and level of directory structure to apply separation to





image4.png

Z,

ZURICH







